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Chapter 1

Introduction

1.1 Perishable goods logistics and wastage

Global perishable goods logistics has accomplished a great deal of achievements, resulting
in profound changes of people’s lifestyles. With each sip of coffee or banana smoothie,
each bite of chocolate, and each splash of roses, consumers all over the world enjoy the
convenience brought by these global supply chains.

To meet the demand of the ever growing global market, perishable goods are produced
and transported in enormous amounts. For instance, the estimated amount of bananas im-
ported globally in 2016 is 17 million tonnes [49]. Thanks to technologies such as refriger-
ated vessels and containers, the freshness of these perishable products can often be preserved
along supply chains.

Unfortunately, one third of the total agricultural products intended for human consump-
tion still fails to complete their journey, according to the Food and Agriculture Organiza-
tion [48]. Especially, 45% of fruit and vegetables are spoiled. This also leads to significant
waste of natural and industrial resources for production and transportation [76]. If half of
the waste food is saved, more than a million people can be fed [48].

Wastage can happen at any stage in a perishable goods supply chain, including pro-
duction, postharvest, processing, distribution, and consumption as shown in Table 1.1. Al-
though wastage that happens in households might appear to be only related to consumer
behavior, mishandling in earlier stages of supply chains can also be responsible for the
wastage that occurs later. Many factors can contribute to spoilage in perishable goods sup-
ply chains. For instance, inefficiencies in supply chains, such as congestions at a sea port
terminal, can lead to delayed delivery time; environmental conditions like malfunctioning
of cooling infrastructures can cause more rapid deterioration. Better decision making in
logistic activities and coordination in supply chains urgently requires the consideration of
these factors, in order to reduce the loss of perishable goods.

1



2 1 Introduction

Table 1.1: Weight percentages of food loss and waste of two types of perishable goods in
Europe (in percentage of what enters each step). Adapted from [48].

Roots and tubers Fruits and vegetables
Production 20% 20%
Postharvest 9% 5%
Processing 15% 2%
Distribution 7% 10%
Consumption 17% 19%

1.2 Opportunities for perishable goods supply chains

In general, an international supply chain for perishable goods consists of several stakehold-
ers, namely growers, exporters, importers, wholesalers, retailers, and consumers. Logistic
service providers are hired for transport and storage. In this section, factors related to fresh-
ness of products are discussed. Potential opportunities in waste reduction for the stakehold-
ers and logistics providers are pointed out subsequently.

1.2.1 Perishable goods and shelf-life

When fresh products perish, their quality becomes unsuitable for consumption. The change
of quality is a direct result from the deterioration process, which are in fact very complex
chemical or biochemical reactions [139]. It is not efficient nor necessary to consider all these
complex reactions when making decisions regarding logistic activities. Therefore, the term
“shelf-life” can be used when quantifying quality in supply chains. It can be defined as “the
period that the decreasing quality of perishables remains acceptable for the end users” [132].

Figure 1.1 describes how shelf-life can be affected, determined, and reflected by differ-
ent factors and indicators. The length of shelf-life is determined by the rate of reactions that
happen within the products, e.g., degradation of vitamins, formation of sugar, or growth
of mold. These processes can be affected by environmental factors such as temperature or
humidity, resulting in less or more rapid reactions. During the process, the changes of chem-
ical substances can be estimated by observing the appearance of the products. Quality of
fresh products is reflected by indicators like color, aroma, or firmness. A perishable goods
supply chain can be better controlled and coordinated if the shelf-life of the goods are made
known.

1.2.2 Towards real-time quality controlled logistic systems

The first step of building a controlled logistic system for perishable goods is to gain real-
time quality-awareness during supply chains. By monitoring certain indicators, the quality
of products can then be assessed. Moreover, if the future environmental factors can be
predictable, the shelf-life of perishable goods can also be estimated even in a dynamic en-
vironment.

With the development of modern technology, the freshness and location of perishable
goods can be made known in real-time. For instance, time-temperature indicators (TTIs)
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Figure 1.1: Factors and indicators of shelf-life of perishable goods, adapted from [90]

can record the temperature history inside a box, providing reference for shelf-life estima-
tion [131]. Radio frequency identification (RFID) technology can transmit the quality infor-
mation to electronic terminals without opening the box [1]. Through wireless communica-
tion technologies, quality and location information of all perishable goods can be gathered
and summarized for decision makers [153].

This information brings new insights to logistic dynamics and can assist planners with
trading, sourcing, routing, and processing, when delivering fresh products with well-allocated
resources. Based on the insights of real-time condition of perishable goods, decisions can
be pro-actively made and adjusted in real-time. Thus perishable goods supply chains can be
controlled with quality consideration, providing the potential capacity of better scheduling
and coordination like never before.

In order to make available the information that could be beneficial in the aforementioned
ways, sensors and communication technologies need to be deployed according to the types
of supply chains [118]. Nevertheless, most logistics decision makers today do not explicitly
consider real-time freshness information when scheduling logistic activities, since such in-
formation is rarely available in traditional supply chains. One reason is because stakeholders
are uncertain about the benefit of investing in technology, especially in sectors with fierce
competition and low profit margin. The applicability of real-time freshness information is
only discussed in academia, which is addressed in Chapter 2.

1.3 Research questions
The main research question of this thesis is:

Given real-time information of perishable goods logistics, in what ways can perishable
goods supply chain players better control and coordinate logistic processes to reduce loss
of perishable products?

The key questions are listed as follows:

1. How does perishability of products affect logistic processes in perishable goods sup-
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ply chains?

2. In what way can mathematical models be built to represent both quality and logistic
features of perishable goods when planning logistic processes?

3. Given the information on incoming disturbances on both quality and logistic side of
a perishable goods supply chain, what strategy can be used by decision makers to
control the logistic processes?

4. How to optimize the logistic process of a supply chain using a mathematical model
that considers perishability?

5. How to design real-time control strategies for perishable goods logistics where supply
chain players share the same interest?

6. How to design real-time control strategies in a perishable goods supply chain where
supply chain players do not share the same interest?

In order to address these questions, a comprehensive literature review is conducted with
the objective of understanding the causes of loss in perishable goods supply chains, and the
state-of-the-art technologies that can be used to further tackle the problem. Then a method-
ological part is presented, in which a general framework of modeling and controlling perish-
able goods supply chains is proposed. The modeling and control method are subsequently
proposed for application in three different case studies, with the general framework imple-
mented in different ways as perishable goods and supply chains vary in their dynamics.

1.4 Thesis outline
The outline of this thesis is shown in Figure 1.2. A literature review is conducted in Chap-
ter 2 on how perishability can be estimated and what impacts it has on logistic processes.
The chapter also identifies the main research gaps. Chapters 3 and 4 propose a general
framework to deal with logistic operations considering goods’ changing quality. The gen-
eral framework consists of two parts: quality-aware modeling method, which is developed
in Chapter 3; and model predictive control strategy, which is discussed in Chapter 4. Both
chapters use numerical examples to illustrate the effectiveness of the proposed approach.
Chapters 5, 6, and 7 address the application side, in which logistic activities in three differ-
ent supply chains are studied. Chapter 5 uses the quality-aware modeling method developed
in Chapter 3 on a banana distribution network. Chapter 6 combines the quality-aware mod-
eling method and model predictive control strategy in the general framework, and imple-
ments the theories in a starch potato postharvest scheduling problem. Chapter 7 focuses on
cut rose logistics, where goods move fast through several stakeholders. Chapter 8 concludes
the thesis and provides directions for future research.
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Chapter 2

Perishable goods logistics:
physiology, technology, and
methodology

Chapter 1 has emphasized that as technologies develop, the quality of fresh produce can
be made visible along supply chains. With this information, new opportunities emerge for
better scheduling and coordination of perishable goods logistics. In this chapter, a literature
review is conducted to identify potentials emerging technologies have in the processes of
perishable goods logistics. Three main aspects are addressed , namely physiology, technol-
ogy, and methodology.

This chapter is organized as follows: Section 2.1 briefly introduces the concept of a
quality-aware and controlled supply chain. Section 2.2 reviews the physiological aspects
of perishable goods. It includes perishing features of fresh agricultural products and mod-
els describing such nature. Section 2.3 investigates technological aspects of supply chains,
including approaches used to preserve freshness and existing mathematical models that es-
timate and predict remaining shelf-life of fresh products. Section 2.4 evaluates the recently
developed methodologies for supply chain players to improve scheduling of logistic ac-
tivities considering quality information. Section 2.5 concludes the chapter and provides
motivations for the following chapters.

Parts of this chapter have been published in [90].

2.1 Perishable goods logistic system: present and future

To identify the gap between present and future, this section firstly focuses on today’s per-
ishable goods supply chains. Then, the vision for a quality controlled logistic system in the
near future is presented.

7



8 2 Perishable goods logistics: physiology, technology, and methodology

2.1.1 Typical perishable goods supply chains

To illustrate the typical features of perishable goods logistics, two types of perishable goods
are looked into: berries and bananas.

Berries have a relatively short shelf-life, and are highly sensitive to temperature: the
quality of blueberries, for instance, when stored at 2°C up to 11 days, was acceptable in
experiments in [78]; while the decay significantly increased after holding the blueberries
at 2°C for 3 days and then 21°C for 4 days. A typical blueberry supply chain is discussed
in [40]. In this supply chain, Canadian grown blueberries are transported to the US, going
through harvest and postharvest processes with growers. They are then sent to the ware-
house of a US brand owner, and then to a retailer distribution center. Afterwards, they are
transported to retailer stores for sale. The total time of the whole logistic process can take 5
to 15 days depending on their final destinations.

Another example from literature is a banana supply chain from Costa Rica to Germany
[69]. Bananas are climacteric fruit. They are green when ready for harvest and have to
go through a ripening process in sealed chambers, so that they will become shiny yellow
when displayed on shelves in supermarkets. Bananas are very sensitive to temperature and
ethylene, which may trigger their ripening process before reaching the ripening facilities, re-
sulting in uncontrolled quality and shelf-life. It takes less than a day to harvest bananas and
transport them from farms to port terminals in Central America by growers and exporters.
After two weeks of sea transport, it takes three to twelve days to reach ripening facilities
and go through a ripening process for six days. Then the bananas go to wholesalers or
supermarket chains.

Several common characteristics can be recognized from the instances discussed above.
Firstly, because fresh products have various natures, their perishing features appear in differ-
ent patterns. Every supply chain of each product has developed its unique way to organize
logistic activities, so that the perishing feature of the product is taken care of. Secondly, a
perishable supply chain can involve multiple players, namely growers, exporters, importers,
wholesalers, and retailers. Therefore, a perishable supply chain is complex in the sense that
it consists of dynamics of interactions amongst players, which can be competitive, cooper-
ative, or both.

Among these supply chains, despite the various ways they are organized, the challenges
they face remain the same. As can be seen from the aforementioned examples, travel times
of products can differ greatly because of logistic reasons such as differences in destinations,
limited capacity of infrastructures, and demand-supply relations between supply chain play-
ers. Another challenge is the perishing nature, as products may decay over time or start to
ripen, especially in unwanted temperature or atmosphere conditions. A delay in logistics or
malfunction of infrastructure may cause such incidents, leading to quality loss of perishable
goods, and ultimately financial loss for supply chain stakeholders.

2.1.2 Controlled perishable goods logistic system

To tackle the challenges mentioned above, this thesis proposes a controlled perishable goods
logistic system as illustrated in Figure 2.1 [90]. Normally, perishable goods start from pro-
duction/harvest and end up at consumers, following the material flow of a supply chain.
Freshness of the products is monitored and together with the location of the products, this
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Figure 2.1: Quality controlled perishable goods logistic system for perishable goods,
adapted from [90].

information is shared in real-time with supply chain planners. The sharing of information
increases the transparency and flexibility of supply chains and their operations. Stakeholders
can cooperate with the awareness of the freshness of the products and can make decisions
accordingly regarding movements as well as quality control.

In order to evaluate the feasibility of the proposed logistic system and identify gaps be-
tween the current situations and this vision for the future, these three aspects are considered
in this chapter. Firstly, an understanding of the nature of perishable products and how to
model the loss of value over time is considered. Subsequently, availability of technology
to estimate and preserve freshness of products is discussed. Finally, literature on planning
models for perishable goods logistics is reviewed.

2.2 Physiology: Quality features of perishable agricultural
products

It is the mission of the supply chain to maintain the quality of perishable products at a
required level. Because the quality of fresh agricultural products has a strong relation with
customer satisfaction [105] and thus the value of products. An increased awareness of the
quality features and the real-time quality information can help supply chain planners better
fulfill the mission by planning logistic activities accordingly. This section discusses how
the quality of perishable products changes and in what ways the quality can be modeled
mathematically.
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2.2.1 Quality indicators, internal properties, and factors affecting qual-
ity

The word “quality” is a general term that can describe the overall acceptance of perishable
products. However, the exact meaning may differ depending on its context. For instance, to
government regulators, “quality” is related to public health and risk, in terms of entomolog-
ical and microbiological issues, or the presence of chemical residues and microbial contam-
inants [146]. From a consumer’s point of view, it can refer to the color, aroma, firmness, or
taste of products. These human sense-associated features help consumers decide whether
to accept or reject the product. For stakeholders in a supply chain, “quality” can mean
shelf-life, which refers to the time left for the product to stay acceptable for consumers.
Therefore, “shelf-life” is a more objective and measurable term that can be considered from
a technical point of view. In the following, the relation between shelf-life and perishing
features of fresh products is considered from three aspects: shelf-life indicators, internal
properties, and factors that can affect shelf-life.

In the literature, it is observed that three types of indicators are often used in estimating
shelf-life of perishable products, namely weight loss, color, and firmness. Weight loss over
time is used as an indicator for quality estimation in apples [61], mushrooms [18], and broc-
coli [130]. Color examining is used for tomatoes [62], bananas [69], and cucumbers [123].
Firmness is used for shelf-life estimation for nectarines [159]. Indicators can reflect the
progress of physical changes or chemical/biochemical reactions inside fresh products. By
examining these indicators, customers can have an idea of the products’ quality.

Behind the changes of these indicators are products’ internal properties. These include
physical, chemical, and biochemical changes. For instance, color changes of products can
be triggered by the degradation of chlorophyll [38, 69] or the change of carotene [134].
Some of these internal properties cannot be directly picked up by human senses, but can
be measured by using certain instruments or methods. Although agricultural products are
incredibly complex [139], it is worthwhile to investigate these key internal properties that
are closely related to the quality of the products. For instance, the shelf-life of frozen
spinach can be modeled by measuring chlorophyll [38]; Vitamin C can be examined to
model the quality of fresh melons [5]. Bacteria, yeasts, and mold may also affect the quality
and safety of fresh products [58]. Understanding how and why the changes take place may
open up possibilities in better preserving freshness by influencing the rate these properties
change.

Some environmental factors can affect internal changes of fresh products, slowing down
or speeding up some processes as products decay over time. Therefore, for some products it
is critical to keep them in favorable environments during supply chains so that they are still
of good quality when delivered to customers. For instance, physical impact and vibration
can affect the quality of apples [142]; humidity in atmosphere can affect the rate of water
loss in mature tomatoes [13].

For most physical and chemical changes, ambient temperature and atmosphere are key
environmental factors. Literature addresses temperature [12, 45, 47, 69, 99, 147] and at-
mosphere [11, 42, 70, 84, 102, 149] as influencing factors or indicators of the quality of
products. Most agricultural products are sensitive to temperature and ambient atmosphere,
as they affect rates of reactions taking place in products. Some products in turn, generate
heat or produce certain gas due to respiration. A good example is banana [69], of which the
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ripening process is influenced by temperature and ethylene in the air. When bananas are
being shipped over sea, they need to be kept in reefer containers with ventilation, for once
some bananas start to ripen, they generate more heat and ethylene, which can trigger other
bananas to ripen in the same container.

Understanding how perishable goods lose their freshness gives insight to supply chain
planners, so that they can organize the delivery of goods in more effective way. By control-
ling these influencing factors in supply chains, perishable goods can be better preserved and
have a longer shelf-life, so that goods remain acceptable for consumers in terms of qual-
ity. Nevertheless, physiological processes inside perishable goods can be highly complex.
Therefore, the criterion to indicate quality should be chosen with careful consideration [38]
to properly reflect the decaying process. In this way, mathematical models can be developed
to describe the relation between quality and the chosen criterion.

2.2.2 Models describing and predicting quality

The ideal situation of a quality monitoring system for perishable goods logistics is that
each product is under watch at anytime. However, this requires a large amount of sensors
and processing capacity, which can be too expensive for perishable goods logistics. One
cost-efficient alternative is keeping records of external conditions that affect the quality
change and using mathematical models of shelf-life as references to estimate the quality.
These approaches could largely reduce the cost and time for installing devices for sensing,
communicating, and processing.

Palh and Voß [112] observe that the relation between value of perishable items and time
takes three patterns in general: step-wise perishability, discrete deterioration, and continu-
ous deterioration. Some products have even more complex patterns in the quality evolution
such as bananas [69] and tomatoes [62], due to their ripening processes. Choosing a proper
criterion to indicate quality in a model is the first step to integrate the information of quality
of goods in logistic planning. Once a quality indicator has been determined for a fresh prod-
uct, models can be build through experiments to describe and predict quality changing and
loss of value over time. This section lists the models that are commonly used in scientific
articles.

Markovian models

Ledauphin et al. [82] use a Markovian model to describe the decaying stages of salmon
according to scores given by expert assessors. The stages include “fresh”, “decayed” and
“very decayed”. The transition matrix between different stages is determined using the
scores given by human experts. The result shows that fresh salmon has a probability of
39% of turning decayed after one week of storage and 2% of turning very decayed. De-
cayed salmon has a probability of 6% of turning very decayed. In [83], the model has been
extended to a hidden Markov model using the same dataset and bringing the possibility
of relating the prediction to external conditions. The paper points out the limitation that
the performance of the model strongly depends on the data, which is related to the scores
determined according to the sensory attributes, which makes the evaluation subjective.
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Artificial Neural Networks

Lin and Block [89] use a 2-stage artificial neural network to predict the remaining shelf-life
of lettuce under storage in fluctuating temperature and relative humidity. The temperature
is selected as the input of the neural network model. The 2-stage neural network is trained
using heuristics based on the data from experiments. The study indicates that the 2-stage
neural network has a higher accuracy than a 1-stage neural network and regression mod-
els, indicating its potential for shelf-life prediction of lettuce. Another study develops a
three-stage artificial neural network to predict the shelf-life of milk [138]. Experiments are
conducted for milk of different quality. Volatiles of the milk are detected and used as the
input for the neural network. The study also uses a principle component regression model
for comparison. The results show that the neural network approach has a higher prediction
performance than the principle component regression model.

Kinetic models and Arrhenius Law

Chemical kinetics is widely applied in modeling food quality and shelf-life estimation [139].
The models are based on internal, time-dependent features of products. The established
kinetic models need to be validated by experiments before they come to actual use. A
kinetic model can generally be described as follows:

r(t) =−dQ(t)
dt

= kQ(t)n, (2.1)

in which r(t) is the reaction rate of a chosen criterion, which can be represented as the

decreasing rate of quality overtime −dQ(t)
dt

. The rate is proportional to the quality Q(t) to
the power of n. Variable k is determined by the reaction type and external conditions like
temperature. When using kinetics for shelf-life estimation, shelf-life tSL can be calculated
from the kinetic model, with a degrading quality indicator at a static external condition:

tSL =
f (Q(t),Ql)

k
, (2.2)

where the quality function f (Q(t),Ql) represents the actual physiological mechanism, con-
sidering the initial quality Q and the lowest acceptable quality Ql [63]. The quality function
depends on how the concentration of chemical substance affects the reaction rate. Vari-
able k can be affected by one or more attributes. In kinetic models for quality estimation,
temperature is one of the attributes that generates the most uncertainty affecting shelf-life
of perishable goods [131]. Therefore, Arrhenius law [8] is applied for determining variable
k. To identify the type of f (Q(t),Ql), experiments are needed for each type of product.
Labuza [77] categorizes deterioration in two different orders of kinetic models with differ-
ent values of k: zero-order and first-order, which are the most common categorizes. In
addition, Chen [25] points out that second-order kinetic models are also suitable for some
reactions. Table 2.1 shows the reaction rate and calculated shelf-life of different types of
kinetic models.

From the literature on modeling perishable goods (especially foods) it can be seen that
chemical kinetics are used for various substances in different orders. Zero-order kinetic
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Table 2.1: Types of kinetic models, adapted from [90].

Reaction type Reaction rate Remaining shelf-life

Zero-order −dQ
dt

= k tSL =
Q−Ql

k

First-order −dQ
dt

= kQ tSL =
ln Q

Ql

k

Second-order −dQ
dt

= kQ2 tSL =

1
Ql
− 1

Q

k

Logistic −dQ
dt

= kQ
(

1− Q
Qinf

)
tSL =

ln
Qinf−Ql

QlCba
k

Michaelis-Menten −dQ
dt

=
VmaxQ
Km +Q

–

Figure 2.2: Reactions having the same initial concentration and rate constant but a varying
order n, adapted from [139].
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models are frequently used in describing reactions that are not affected by the amount of
substance. They are also used for modeling dehydration process in potatoes and onions [72,
104]. Experiments show that the degradation of Vitamin C in frozen spinach fits a first-
order kinetic model [38]. First-order kinetic models are also proved to be useful in describ-
ing peach color change in [10]. Oxidation of extractable color pigments in chili pepper is
modeled using a second-order kinetic model in [25].

Other types of kinetic models like logistic models [97] as well as Michaelis-Menten
models are reported [135]. In Table 2.1, Qinf is the possible quality maximally possible,
while Cba is a constant representing information regarding the biological age of the prod-

uct [134], and Cba =
Qinf−Q0

Q0
, in which Q0 is the initial quality.

In Michaelis-Menten kinetic models, parameter Vmax is the maximum reaction rate. Pa-
rameter Km is the Michaelis constant representing the substance concentration when the
reaction rate reaches half of the maximum rate. The relationship between the concentration
of O2, and the respiration rate of stored apples is modeled using a Michaelis-Menten kinetic
model [7]. Table 2.1 does not list the remaining shelf-life calculated by Michaelis-Menten
kinetics, because the solution of tSL is not explicit.

As shown in (2.2), chemical kinetics can be applied in modeling and estimating quality
of perishable products. In all kinetic models mentioned above, the variable k is usually
determined by Arrhenius law, which in effect describes how the temperature affects reaction
rate [115]. According to Arrhenius law, the rate constant k of a reaction can be obtained as
follows:

k = Ae−
Ea
RT , (2.3)

in which Ea is the activation energy, while A represents the rate k at which all molecules
have sufficient energy to react. R and T are the gas constant and the temperature in Kelvin,
respectively [139].

Figure 2.2 illustrates the relationships between time and concentration of substances
in different reaction mechanisms. It can be seen that except for zero-order reaction, the
reaction rate drops while the concentration is reducing at a different rate. In the zero-order
model, the concentration has no influence on the reaction rate, while for other types of
models the concentration does have an impact on the reaction rate.

Other models

Other models are reported in shelf-life or quality evaluation. Chatterjee et al. [22] use fuzzy
logic analysis to evaluate shelf-life of fried potato wedges. Sensory properties of sausages
are evaluated also using fuzzy logic in [64]. A decision tree model is applied in meat quality
evaluation in [127]. Although these models may be successful in describing the quality
decreasing process of some products, they are generally not explanatory and rely heavily on
the dataset used for training as mentioned in [41, 83].

2.2.3 Discussion

For quality to be taken care of during each stage of perishable goods supply chains, it is im-
portant to understand how perishable products lose their freshness. The reviewed literature
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covers three aspects related to quality and shelf-life of perishable products, namely indica-
tors, internal properties, and factors. These three aspects explain how to estimate quality of
products, why perishable goods lose their freshness, and what influence the rate of loss of
freshness. This knowledge is useful when developing models for shelf-life estimation and
providing shelf-life prediction under forecasted environmental conditions. From the exam-
ples listed above, it can also be concluded that a one-for-all model describing the quality of
perishable products does not exist. The variability of types of perishable goods makes their
supply chains different from each other: from how they are organized, to what equipment
needs to be involved. Therefore, to improve logistic systems for perishable products, each
commodity and their supply chains need to be studied specifically.

2.3 Technology: Shelf-life preservation and awareness

This section reviews the technologies that are developed and used to preserve and estimate
products’ quality in supply chains, based on the quality information provided by Section 2.2.

2.3.1 Quality preservation

In Section 2.2, it is explained that the temperature and the atmosphere are the most relevant
quality influencing factors. In this part, approaches of controlling temperature and adjusting
atmosphere are discussed.

Temperature control in logistics

Cooling equipment has been widely used in warehouses, distribution centers, retailers, and
households. In international sea transportation, products that need cooling started to be
transported by refrigerated ships around 1880 [106]. A refrigerated ship can have one or
more cooling chambers for storage of perishable goods. Later, perishable goods supply
chains have benefited greatly from the containerization of sea transportation by means of
refrigerated containers, also called reefers. Today, reefers have become the major part of
sea transport [58] for refrigerated cargo. Mostly powered by electricity, reefers allow trans-
porters to have various types of perishable goods stored on the same ship without having to
worry about different temperature requirements as well as influences on each other. Reefers
have enabled more flexible perishables transportation using different modalities and as such
have enhanced the quality of perishable goods logistics [37].

Atmosphere control in logistics

Packaging techniques are widely used for keeping the shelf-life of perishable goods. Mod-
ified atmosphere packaging (MAP) creates the initial package atmosphere according to the
types of products to slow down the process of deterioration [54]. Controlled atmosphere
storage (CAS) allows the atmosphere in the storage to stay static. Experiments in [102]
test tomatoes in three different storage conditions. Results show that tomatoes in CAS and
MAP storages remain their high quality for longer time than those stored in cold storage
with normal atmosphere. Yam et al. [154] propose a conceptual framework for intelligent
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packaging, defined as “a packaging system that is capable of carrying out intelligent func-
tions to facilitate decision-making, to extend shelf-life, enhance safety, improve quality,
provide information and warn about possible problems”. The realization of this concept
relies on sensor and information technologies [59].

Supply chain players invest for the equipment, the infrastructure, and electricity that
provide and carry out the aforementioned technologies, which have greatly contributed to
the modern perishable goods logistic systems today. If used more efficiently, the equipment
and infrastructure can be more helpful in preventing loss of quality in perishable goods.
Using sensors and information communication technologies is one of the approaches to
make the usage more organized.

2.3.2 Sensor technologies

Sensors used for measuring the quality of perishable goods are generally of two types:
destructive and non-destructive. This section reviews how these two types of sensors can be
used for perishable goods logistics.

Destructive sensors

Destructive sensors directly measure chemical contents in products. For instance, penetrom-
eters are effective ways to examine the quality change in perishable products such as fruits.
In literature, firmness of apples, kiwifruits, and lemons is measured using penetrometers
in [14, 57]. Impact analysis and acoustic impulse response are methods for measuring fruit
and vegetable quality by striking the surface and detecting the response in either the time or
the frequency domain [34, 122]. Such direct measurements are highly accurate. However,
the downside of these measurements is that they can damage the products, and can be dif-
ficult to implement in an unmanned, automated environment. Therefore, these approaches
are not suitable for consecutive quality monitoring during perishables supply chains.

Non-destructive sensors

Other approaches are called non-destructive methods in which products are examined with-
out being damaged. For instance, the sensing of color can be done using cameras and
computer vision technology. This approach is used for color detection for the classification
of bananas [103] and tomato ripening [96].

As discussed in Section 2.2, the change of temperature and atmosphere (e.g., concentra-
tion of CO2, O2, and ethylene) are indicators as well as triggers of quality changing. These
reactions, which bring changes to the atmosphere, can in turn affect the rate of the reac-
tions. Therefore, for certain products, quality information can be obtained by monitoring
temperature or atmosphere during transportation. This can be done by sensors and data logs.

Time-temperature indicators (TTIs, or in some literature, time temperature-integrators)
are applied in perishable goods logistics [73]. TTIs are cheap, active labels that show a
time-temperature dependent change that reflects the full or partial temperature history of
a product to which it is attached. Based on shelf-life of products and kinetic response
of TTIs, quality of perishables can be monitored throughout the supply chain. Tsironi et
al. [137] illustrate how a specific TTI works: Photosensitive compounds are exposed to low
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wavelength light, making them dark blue. This color state reverses to the initial colorless
at a temperature depended rate. In this way, a time-temperature history can be effectively
estimated, which provides quality information to examiners in supply chains.

2.3.3 Information sharing

Once the information of product quality has been obtained by sensors, it needs to be trans-
mitted to examiners to assist decision making in logistics. This section then discusses tech-
nologies that enhance quality awareness of perishable goods in their supply chains.

RFID technology

The development of Radio Frequency Identification (RFID) technology has received signif-
icant attention in literature. It has promising potential to enable fresh goods supply chains
with better traceability and integration [1, 29]. The technology does not require any direct
contact to exchange information. This greatly enhances efficiency of information exchange
between goods/carriers and infrastructures when handling large amount of pallets or boxes.
Chen et al. [26] propose a food trace system within a smart cold chain system by 2G-RFID-
system. Jedermann et al. [67] use semi-passive RFID temperature data loggers and models
in perishable goods supply chains. Semi-passive RFID chips not only transmits identifica-
tion information, but also other information such as the temperature. This provides trans-
porters insights of the quality of the goods and can support transport scheduling based on
the estimated shelf-life.

The use of RFID faces opportunities as well as great challenges [118]. The cost of RFID
chips can still be too expensive for wide application in logistic systems. Yan et al. [155]
compare fresh supply chains with and without RFID tags and calculate the total profit. The
results show that fresh supply chains with RFID and a reduced cargo loss rate have a higher
total profit even when costs of devices are taken into account. This shows that the utilization
of RFID technology is beneficial in practice.

Information communication technology

Information communication technology (ICT) can be widely used in different steps of
perishable goods supply chains [29], from harvesting [19, 46] to warehouse [88], trans-
port [157], etc. With the support of ICT, actions of infrastructures in perishables supply
chains can be better planned according to real-time information (e.g., demand and remain-
ing shelf-life). Ketzenberg et al. [74] measure the importance of information and value
of centralized control of a supply chain between one supplier and one retailer. The study
shows in this case, the total supply chain profit can increase by an average of 5.6% with
shared information on the shelf-life based inventory status and a centralized control strategy.
According to [119], information sharing helps improve traceability, efficiency, information
accuracy, and can reduce inventory loss. Haass et al. [56] use simulation to show how intel-
ligent containers can reduce the loss of bananas with information sharing and environment
controlling. The result indicates that with a proper control 22% of banana spoilage can be
reduced. Li et al. [85] study a case of perishables supply chain optimization considering the
quality loss due to commodity deterioration. In their simulation scenario it is found that a
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thorough value loss tracking can help reduce costs by 7% in comparison with scenarios with
no assessment of value loss. Lang et al. [80] introduce a cognitive sensor network for reefer
container transport management. The network gathers information on temperature and at-
mosphere, then evaluates the remaining shelf-life of the perishable goods inside containers,
which can contribute to better decision making to reduce loss and carbon emission.

The above examples show that planners can benefit from the awareness of supply chain
information by means of ICT. Nevertheless, ICT is not limited to information sharing. By
realizing the concept of Internet of Things [9], ICT can be fully integrated in a supply chain.
Enabled by technologies discussed in this section, sensors and actuators can all be con-
nected with supply chain decision makers. This can assist decision makers in supply chains
in improving and carrying out their operations with real-time awareness as well as control-
lability.

2.3.4 Potential benefits of adopting new technologies

For the emerging technologies to be adopted in the perishable goods logistic industry, it
is suggested that companies should conduct their analysis to estimate whether the appli-
cation is worthy of the investment. For instance, Musa and Dabo [107] conduct a review
on the adoption of RFID technology in supply chains. They conclude that in spite of the
potential benefit, high investment cost could be one of the concerns that deters enterprises,
especially for small- and medium-sized ones. Companies in sectors where the competitions
are fierce and the profit margin is small (e.g., banana sector [43]) may also be more prudent
in investing in new technologies.

Quantitative studies on the cost-benefit analyses can be found in several papers. Re-
ported in [71], the Sainsbury’s, a chain of supermarkets in UK, conducted an experiment
of applying RFID for short shelf-life retailers. The estimated total benefit of full-scale
implementation without supplier participation are £8.5 million a year. Increased asset vis-
ibility, increased inventory accuracy, and better control of stock rotation can contribute to
the increased retail store replenishment productivity and the reduction of stockloss. The
estimated payback period is between two and three years. Mai et al. [101] conducted cost-
benefit analyses for seafood processing and trading companies on the implementation of
RFID and radio frequency-time temperature indicators. They conclude that their research
provides empirical support of benefits from applying RFID-based traceability solutions.

Despite the amount of attention being given to RFID, this technology only provides
awareness of location and information like temperature if used together with sensors (semi-
passive RFID [67]). To pro-actively control logistic operations, other technologies such
as sensors and ICT are also needed. Nevertheless, apart from RFID, limited research is
conducted to quantify the economic value of adopting new technologies and solutions such
as Internet of Things [145].

2.3.5 Discussion

The rapid development of sensor and communication technologies has allowed supply chains
to be more transparent than ever before. With physiological knowledge of perishable goods,
modern technologies can bring to logistic planners real-time awareness of perishable goods’
status in supply chains. The development of cheaper and more effective devices has been
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enabling large scale applications in logistics with feasibility and profitability. This opens up
new opportunities as well as challenges for supply chain players to schedule logistic opera-
tions like never before. One of the challenges is how to utilize quality information once it is
available and can be communicated in real-time. The other challenge is to quantify the po-
tential benefit of investing in supporting technologies. The next section reviews quantitative
methods such as planning models which schedules logistic activities with consideration of
real-time information.

2.4 Methodology: Scheduling perishable goods logistics

This section focuses on literature that makes use of the information of quality features of
perishable goods. As discussed in the last sections, this information can be acquired by
supply chain players using quality models and sensor/communication technologies. This
chapter reviews the application of such information in scenarios of internal and external
logistics.

Academia has long been trying to incorporate deteriorating features of perishable goods
in logistic planning models. Several papers are devoted to literature review of logistic sys-
tems for perishable goods [3, 4, 6, 112]. This section does not replicate the discussions
in the reviewed literature, but works with these review papers to identify the methodolog-
ical challenges and opportunities in relation to the real-time awareness of product quality
provided by physiological knowledge and recent technological development.

The review paper [112] identifies several patterns of depreciation of perishable goods,
and then mainly focuses on business planning with decision making in inventory manage-
ment. They point out that the number of models integrated lifetime constraints of products
is limited. Ahumada and Villalobos [3] review agricultural supply chain planning models,
especially models that have been successfully implemented. They observe a trend in supply
chain coordination. They also report a lack of models including more realistic features such
as uncertain information and logistic integration, possibly due to the added complexity to
solving the developed models. Akkerman et al. [4] focus on quantitative operations man-
agement approaches to food distribution management from three main aspects, namely food
quality, food safety, and sustainability. The paper points out that most papers reviewed do
not relate quality to environmental conditions. The review paper [6] classifies perishability
as three dimensions, namely physical product deterioration, authority limits, and customer
value. It then discusses models in production and distribution planning dealing with per-
ishability. An identified challenge is a lack of models considering dynamic elements such
as perishability, travel time, and demand.

This chapter does not seek to exhaust all literature, but to identify the state-of-the-art
approaches and what are needed to reach the objective of this thesis. Therefore, the follow-
ing sections discuss most commonly and successfully used methods in internal and external
logistics.

2.4.1 Scheduling for internal logistics

Internal logistic considers scenarios with only one party or actor of supply chains such as
warehouse management and inventory control. One particular field considered is posthar-
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vest planning of agricultural products.
In warehouse management, the “first-in-first-out” (FIFO) and “last-in-first-out” (LIFO)

strategies are commonly used for perishable goods logistics ([16, 113, 158]). These strate-
gies assume that all products have the same pattern of decreasing shelf-life, and set higher
priority in moving out a product according to its time of arrival regardless of products’ actual
quality. With the increasing awareness of products’ actual quality information, strategies
such as the “first-expire-first-out” (FEFO) are becoming available for supply chain play-
ers to adjust the decisions with the objective of reducing the quality loss and improving
customer satisfaction [63]. In [33], a simulation model is designed for a distribution center
handling perishable goods. Different issuing policies are adopted and compared consider-
ing perishability of products. The model integrates quality features of the products using a
normal distribution, and deterioration by a fixed amount per day.

Another area considered as internal logistics is postharvest operations for agricultural
products. Literature has investigated optimization taking into account information on prod-
uct quality. López-Milán and Plà-Aragonés [98] develop a decision support system (DSS)
for sugarcane harvesting operations. Freshness of sugarcanes is only inexplicitly considered
in their model. Ferrer et al. [46] investigate a grape harvesting problem. A mixed-integer
linear programing model is proposed to support decision making on harvest scheduling, la-
bor allocation, and routing, with the aim of minimizing the handling cost and loss of quality
due to delays in harvesting. Similarly, Gonzalez et al. [52] develop an optimization model
for apple orchards with the goal of minimizing handling costs and loss of quality. The
method considers different categories of apples, which should be harvested in different time
windows of the year to achieve the overall maximum quality. Caixeta-Filho [19] investi-
gates an orange harvest scheduling problem. A model is built to maximize the total soluble
solids produced from oranges by selecting when and which grove to be harvested. None of
the above methods consider decision making based on real-time quality information.

2.4.2 Scheduling for external logistics

External logistic operations are multi-echelon, involving more than one stakeholders in a
distribution network. In such context, demand-supply interaction and quality requirements
from different players should be considered.

Network flow models have been proved to be very useful in conventional logistic sys-
tems (e.g., [23, 86]). In perishable goods supply chains, researchers have made attempts
to incorporate freshness as quantitative variable in network flow models. Yu and Nagur-
ney [156] develop a network-based model for food supply chains. The model considers the
food deterioration by introducing arc multipliers: when flowing through an arc, the products
in this flow deteriorate by a certain degree decided by the attribute of that arc. De Keizer
et al. [35] apply a network flow model to represent the amount of flowers being transported
from auctions to wholesalers and finally to retailers. Quality aspects are considered in a
way where time-temperature sums are attached to nodes (locations) and arcs (transporta-
tions) in the network model. Another network flow model developed by Rong et al. [116]
incorporates deterioration in a different way: the model duplicates each location in order to
represent different temperature and quality of products. De Keizer et al. [36] use fractions
of a flow to represent goods with different quality categories in the same flow.

The listed examples of using network flow models show a disadvantage in capturing
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Table 2.2: Approaches in logistic scheduling for perishable goods.

Approaches References Quality features Drawbacks
FEFO [33] Normal distribu-

tion
Do not distinguish by products, do
not consider environmental distur-
bances

Optimization
in postharvest

[19, 46,
52, 98]

Fixed or empiri-
cal quality

Do not consider real-time quality
information

Network flow
models 1

[35, 156] Dynamic quality Do not distinguish quality differ-
ences between products

Network flow
models 2

[36, 116] Dynamic quality Quality differences are distin-
guished by expanding networks

Flow shop [31] Dynamic quality,
the quality fea-
ture does not de-
pend on the logis-
tic feature

Route choice is not allowed

perishing natures of agricultural products in logistic networks: quality features have to be
attached to network features. However, deterioration of products can be influenced by un-
certainties of environments and products’ variabilities [139]. In other words, deterioration
from the quality aspect and movements from the logistic aspect of perishable goods are
separate aspects of logistic activities. Although these two aspects can influence each other,
they do not depend on each other.

From a different perspective, Dabbene et al. [31] develop a flow shop approach. The
approach considers both logistic planning and product quality measuring in optimization.
In the accompanying paper [32], the developed method is applied in a beef supply chain.
The logistic costs can be reduced using an optimization algorithm on this model. Although
the approach separates perishing features from logistic features, it does not consider route
choice as part of the model.

2.4.3 Discussion

The reviewed papers apply different approaches in various areas to make use of quality
information in perishable goods supply chains. These approaches are listed in Table 2.2
for a clearer comparison and a discussion on their contributions, such as how quality is
integrated, what the advantages of such integration are, and what the limits are. Again
the literature review in this chapter is conducted not to repeatedly discuss state-of-the-art
approaches in general, but to identify the gap between current research and the objective of
this thesis. Therefore, this chapter does not seek to exhaust all research papers but focuses
only on the relevant approaches that are relevant to and could be potentially used in this
thesis.

Considering real-time quality features of goods in a logistics system can be challenging
in conventional approaches. An FEFO approach is used in inventory management [33].
The paper uses a normal distribution to represent the quality variety of the products in
the same batch. However, this approach does not specify the quality of a certain product,
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nor consider disturbances of quality change caused by environmental factors or products’
internal features. In postharvest optimizations [19, 46, 52, 98], quality is considered in
different ways, either static, or empirical. But quality in real-time is not considered. In some
papers [156], network flow models are used to represent external logistic systems. De Keizer
et al. [35], a simulation approach is combined with a network flow model, but products
are not explicitly distinguished in terms of quality. Network flow models in [36, 116] use
duplications of the network (by multiple nodes or arcs) to represent differences of products’
quality. The drawback of these methods is that they represent quality features of perishable
products using logistic terms. None of the aforementioned models are capable of capturing
real-time quality feature and use it in decision making processes.

Dabbene et al. [31] is the only paper that considers the dynamics of quality without de-
pending on the logistic features. This allows the model to keep track on the two separate
series of events: quality change and location change, and can capture their effect on each
other. For instance, quality features may affect logistic events in the form of quality require-
ment, as a retailer may reject products with too low quality. On the other hand, logistic
events can in turn affect quality events (e.g., transporting under poor cooling condition, or
prolonged duration due to a congestion). Nevertheless, the formulation in the paper [31]
focuses too much on the quality aspect and lacks flexibility on the logistic aspect.

From the literature reviewed above, a concluding point can be drawn that recently de-
veloped approaches lack the capability of making real-time schedules facilitated by the
real-time quality awareness. This observation is in line with [3, 4, 6, 112]. All the literature
is pointing to the lack of approaches with the inclusion of shelf-life constraints, uncertain
information, supply chain coordination, relationship between quality and environmental fac-
tors, and stochastic elements from quality and logistic aspects. In order to fully benefit from
the advantage brought by the physiological knowledge about agricultural products and the
technological developments on sensors and communication, the urgent need for developing
new methodological approaches is evident.

2.5 Conclusions

This chapter reviews three aspects of perishable goods logistics, namely physiology, tech-
nology, and methodology. It addresses the Research Question 1: the impact of perishability
on perishable goods logistics from these three aspects. Section 2.2 shows that each type
of agricultural products has unique physiological features, resulting in different forms of
supply chains and logistic procedure in handling and transporting. Perishable goods sup-
ply chains are therefore not only transporting goods from one place to the other, but also
taking care of the goods according to their perishing natures. Section 2.3 demonstrates that
products’ perishability is an important reason for supply chains to adopt technologies. In ad-
dition, the development of modern technologies have enabled previously unseen options for
supply chains of perishable products. Nevertheless, the purpose of each supply chain, de-
spite the product, remains the same: to bring fresh products to consumers in a cost-efficient
way. Section 2.4 shows that although the physiological knowledge and technologies have
made such quality-aware logistics possible, there is still a lack of approaches to make use of
the provided real-time information. It can be concluded that the impact of perishability on
perishable goods logistics has been profound, and yet it can still further benefit the decision



2.5 Conclusions 23

making in perishable goods supply chains. The remainder of the thesis focuses on devel-
oping one of such approaches, which is able to simultaneously consider the quality and the
logistic features.





Chapter 3

The general framework Part I:
Quality-aware modeling approach

As Chapter 2 concludes, to better schedule perishable goods logistics, real-time information
of goods’ freshness should be taken into account. This thesis proposes a general framework
in Chapters 3 and 4 as the principle to describe and control logistic processes for perishable
goods supply chains. In this chapter, a quality-aware modeling approach is developed,
with consideration of both logistic and quality features of the goods, allowing supply chain
players to better plan logistic activities.

Section 3.1 introduces the general framework from a system and control perspective.
Section 3.2 focuses on the quality-aware modeling approach. Section 3.3 demonstrates how
the quality-aware model could work by means of an example. Section 3.4 concludes this
chapter.

Parts of this chapter have been published in [92].

3.1 The system and control perspective

Each perishable goods supply chain is unique, due to the differences in the quality features
of the product and the logistic features of the supply chain. Nevertheless, all supply chains
have the same goal, as illustrated in Chapter 2, to bring fresh products to customers in a cost-
efficient way. This thesis presents a general framework on modeling and managing logistic
activities while considering perishability of goods in supply chain planning. A system and
control perspective is adopted in this thesis as a starting point, for structuring the relation
between logistic processes (system), and decision making (control).

Fig. 3.1 illustrates the conceptual general framework. Quality features and logistic fea-
tures of the goods in the supply chain are captured in this framework as the system. A
decision maker of the supply chain is referred to as a controller. The controller observes
the system by measuring some of its variables (e.g., freshness and location of each product),
and makes decisions (e.g., relocating products) that direct the system to achieve an objective
(e.g., having a certain amount of products delivered while minimum amount of quality is
lost). A controller can be a person or a computer aided agent.

25
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Controller

(Methodology II)

System: 

Quality dynamics 

(Physiology)

Logistic dynamics

(Methodology I)

Measurements

(Technology)

Actions

(Technology)

Figure 3.1: System and control perspective.

Table 3.1: A comparison of literature reviewed in Chapter 2 and elements in the proposed
general framework.

General framework Logistic elements
Measurements and actions Technology

System Physiology (Quality dynamics)
Methodology (Logistic dynamics)

Controller Methodology

Table 3.1 compares the elements in this general framework to the logistic elements pre-
sented in literature review in Chapter 2. The technological developments enable measure-
ments and actions taken by controllers. The physiological features of perishable goods
provide insight for the system on the quality side. The methodological part of literature
review however, as concluded in Chapter 2, shows a lack of adequate planning strategies
that can effectively describe dynamics in perishable goods supply chains. The controller in
the general framework represents decision makers in logistics. This comparison helps to
visualize the focus of this thesis: the combination of logistic and quality dynamics as the
system and the control strategies. This chapter addresses the system part. Control strategies
are discussed in Chapter 4.

Here a general, mathematical representation of system dynamics on discrete time steps
is presented:

x(k+1) = f (x(k),u(k),d(k)) , (3.1)

y(k) = g(x(k),u(k),d(k)) , (3.2)

f1 (x(k),y(k),u(k),d(k))≥ 0, (3.3)

f2 (x(k),y(k),u(k),d(k)) = 0, (3.4)
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in which x(k), u(k), d(k), and y(k) represent the system state, the decisions made on the
system, the disturbances, and the output of the system at time step k (k ∈ {1,2, . . .}), respec-
tively. Eq. (3.1) indicates that the state of the system of the next time step is determined by
the state of the system, decisions made, and disturbances at the current time step. Eq. (3.2)
represents that the output of the system depends on the system state, decisions, and distur-
bances of the current time step. A general form of the system constraints are represented by
(3.3) and (3.4).

The adoption of the system and control perspective can shed some light on modeling
perishable goods logistics. It looks at this issue from a different angle: rather than focusing
on facilities and vehicles like other model do, the general framework can focus on perishable
goods themselves. The decisions being made change the status (e.g., quality and location)
of those perishable goods. The next section explains such a modeling approach in a general
formulation.

3.2 Quality-aware modeling
This section proposes an effective method to describe a perishable goods logistic system us-
ing a state-space representation, in which quality features can be considered simultaneously
with the logistic features.

3.2.1 System dynamics: Logistics
Inspired by [31], this chapter proposes a quality-aware modeling method for perishable
goods logistics. The products being handled in a supply chain are considered as units.
A unit is a controllable and undividable entity, and has its own quality features (i.e., the
shelf-life of the products within the unit) and logistic features (the location of the unit). De-
pending on the types of supply chains, one unit can refer to a pallet of flowers, a container of
bananas, or a truckload of potatoes. A system of the general framework (shown in Fig. 3.1)
includes all the units m ∈M considered in the considered part of the supply chain. System
state x therefore represents the states of all units in M .

Each unit m goes through a series of logistic stages (e.g., being at the importer, at a
warehouse, or at a terminal) before reaching its final destination. The decisions are then at
what time the units should move from one stage to the next one, to fulfill the quantity and
quality requirements of the destination. The dynamics of each unit m are represented by a
directed graph G = {N ,E}, with N the nodes representing possible stages of unit m, and
E the directed arcs representing possible transitions between stages. The stage of unit m at
time step k is represented by a series of binary variables lmi(k),i ∈N , denoted as:

lmi(k) =

{
1, if unit m is at stage i at time step k,

0, otherwise.
(3.5)

For example, l56(7) = 1 represents that unit 5 is at stage 6 at time step 7. It is logical to have
the constraint that at each time step, each unit must, and can only be at one of the stages:

∑
i∈N

lmi(k) = 1,∀m ∈M ,k ∈ {1,2, . . .}. (3.6)
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The action of moving unit m from stage i to stage j at time step k is denoted by a series
of binary variables umi j(k), (i, j) ∈ E . This action is made at time step k, and will result in
the new system state at time step k+1. For ∀m ∈M , i, j ∈N ,k ∈ {1,2, . . .}, the following
equations describe these dynamics:

umi j(k) =

{
1, if unit m is moved from stage i to stage j at time step k,

0, otherwise.
(3.7)

lm j(k+1) =

{
1, if umi j(k) = 1, and (i, j) ∈ E ,

0, Otherwise.
(3.8)

Note that (i, i) ∈ E , meaning it is allowed to have a unit waiting at a certain stage until the
operation of the stage is finished or the next stage has room to take in the unit. In this case,
umii(k) = 1.

Let S(i) be the collection of all j that satisfy (i, j) ∈ E ( j 6= i), and call any j ∈ S(i) a
successor of i. Let P ( j) be the collection of all i that satisfy (i, j) ∈ E (i 6= j), and call any
i ∈ P ( j) a predecessor of j. To ensure the movements of units follow the directed arcs of
the network, the following constraints must be satisfied:

∑
i∈P ( j)∪{ j}

umi j(k) = lm j(k+1), ∀m ∈M ,∀ j ∈N ,∀k ∈ {1,2, . . .}, (3.9)

∑
j∈S(i)∪{i}

umi j(k) = lmi(k), ∀m ∈M ,∀i ∈N ,∀k ∈ {1,2, . . .}. (3.10)

Eq. (3.9) represents that unit m can move from any predecessors of stage j (including j
itself) at time step k and end up at stage j at time step k+1. Eq. (3.10) represents that if unit
m is at stage i at time step k, it can move to any successors (including i itself) of stage i.

Next, two of the most common constraints, capacity and lead time, are discussed.

Capacity Units in the logistic system may not be moving freely in the network. They can
be held back because of capacity limits. This can refer to e.g., space in a warehouse, or
availability of infrastructures. In general, there can be two types of capacity constraints:

∑
m∈M

lmi(k)≤Cnode
i , ∀i ∈N , (3.11)

∑
m∈M

umi j(k)≤Carc
i j , ∀(i, j) ∈ E . (3.12)

Eq. (3.11) represents a “node” capacity imposed by a stage, limiting the maximum number
(Cnode

i ) of units staying at that stage simultaneously. Eq. (3.12) represents an “arc” capac-
ity imposed by an arc, limiting the maximum number (Carc

i j ) of units moving through this
particular arc.

Lead time In some stages it may take more than one time step to finish the handling of a
unit. Examples can be ripening bananas in a ripening facility [69]. A constraint of lead time
ensures when a unit enters a stage, it does not move to the next stage until the process of this
stage is finished. For this, let λt

mi(k) be the actual number of time steps of unit m staying at
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i up to time step k, let Q be a sufficiently large number, and let λc
i be the lead time at stage

i. Lead time constraint is then presented as follows:

λ
t
mi(k) =

k

∑
τ=1

∑
p∈P (i)∪{i}

umpi(τ), ∀m ∈M ,∀i ∈N ,∀k ∈ {1,2, . . .},

(3.13)

∑
p∈P (i)∪{i}

λ
c
i umpi(k)−λ

t
mi(k)−Qumii(k+1)≤ 0, ∀m ∈M ,∀i ∈N ,∀k ∈ {1,2, . . .},

(3.14)

in which (3.13) counts the number of time steps for which unit m stays at stage i; (3.14)
ensures that the unit does not move to a next stage before lead time is reached.

3.2.2 System dynamics: Quality

During the transport time, the quality of products can decrease by different rates depending
on environmental conditions, which can be time-variant and related to locations of units. In
turn, quality of products can affect their logistic processes. For instance, if the quality of a
unit gets too low, it can be rejected by a downstream player. Let qm(k) be the quality index
of unit m at time step k. Consider the following equations:

qm(k+1) = qm(k)− ∑
i∈N

∆qi(k)lmi(k), ∀m ∈M ,k ∈ {1,2, . . .}, (3.15)

Q(1−umi j(k))≥ qlow
j −qm(k), ∀m ∈M ,(i, j) ∈ E ,k ∈ {1,2, . . .}, (3.16)

where (3.15) describes that time and stage can affect a unit’s quality. Variable ∆qi(k) denotes
the change in the quality, which can be time and/or stage dependent. Note that the dynamics
of q have a linear relation with time in this instance. Other non-linear relations may apply
for different products. (3.16) enforces that unit m cannot take the route (i, j) if quality is
lower than qlow

j , which is imposed by stage j.

3.2.3 Implementation steps for quality-aware modeling

This section lists the general steps that needs to be followed to implement the quality-aware
modeling approach for describing logistic processes of a supply chain.

1. Determine a suitable length of discrete time steps, according to the frequency of de-
cision making and the deteriorating rate of perishable goods.

2. Determine the size of a basic unit, which is an aggregated object in which the average
product quality is assumed to decrease, following a certain pattern.

3. Identify the possible logistic states (e.g., locations) of the units.

4. Identify the influence of logistic states on the deterioration rate, linking the logistic
features to the quality features.
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Figure 3.2: Transport process with 8 stages.

5. Identify the dynamics x of the quality features and the logistic features, including the
input u, the output y, and the disturbance d of the system.

6. Identify other constraints of the system, e.g., capacity and lead time.

3.2.4 Discussion
The majority of the existing modeling methods (e.g., network flow models, see Chapter 2)
consider infrastructure as logistic systems, in which goods are handled as tasks to be fin-
ished. In the quality-aware modeling method proposed in this chapter, goods being trans-
ported are considered as the system, and the infrastructure is seen as resources to fulfill
demand from end stages (e.g., downstream customers). The state of the system consists
of goods’ quality and stage. The proposed approach focuses on the goods being handled
in logistic activities, and thus allows more details of goods to be taken into account. As a
result, quality-aware models have the capability of considering quality and logistic features
of perishable goods at the same time.

3.3 Example of quality-aware modeling
After introducing the quality-aware modeling method, this chapter uses an initial example
in which containers are being transported through a multimodal network from a sea terminal
to a destination in the hinterland.

To begin with this example, 10 reefer containers arrive at the stacking area (stage 1) at
place A, and need to be moved to a warehouse (stage 8) at place B. The transport between
these two locations can be realized by two modalities, truck or barge. The sequence “1→
2→ 3→ 4→ 8” represents the route by truck, in which stage 2 is a transition stage, where
containers wait to be handled by a stacking crane from the storage area to a truck; stage 3
represents the stage in which a container is being transported by truck from A to B; and stage
4 represents the stage in which a container being put into the warehouse. The sequence “1→
5→ 6→ 7→ 8” represents the transport route by barge: Stage 5 represents the transition
stage in which a container waits being moved from the stacking area to a waiting barge;
stage 6 represents the stage in which a container is being carried by barge from A to B;
stage 7 represents the stage in which a container is put into the warehouse. The objective
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can be defined as maximizing the overall quality of all goods in the 10 containers. Therefore
the decisions can be determined by solving an optimization problem of the following form:

maxJ = ∑
m∈M

Np

∑
k=1

∑
i∈P ( j)

qm(k)umi8(k), (3.17)

subject to (3.6), (3.9), (3.10), (3.11), (3.13), (3.14), (3.15). In (3.17), (i,8) ∈E is the arrival
at the destination. The considered number of time steps of the experiment Np can be set to
20, since already before time step 20 all containers should have already been moved to the
destination stage. Loading or unloading the truck takes 1 time step, while loading/unloading
for barge takes 2 time steps (λc

2 = λc
4 = 1, λc

5 = λc
7 = 2). For truck transport it takes 3 time

steps from A to B; as for barge it takes 5 time steps (λc
3 = 3,λc

6 = 5). The capacity of
a truck and a barge are set to 2 and 3, respectively, while equipments involved in each
loading/unloading stage has a capacity of 1 (Cnode

3 = 2,Cnode
6 = 3, Cnode

2 =Cnode
4 =Cnode

5 =
Cnode

7 = 1). While being transported, perishable goods start to deteriorate. The rate in stage
1, 2, and 3 is 2 per time step, and 1 per time step for stage 4, 5, 6, and 7 (∆q1 = 2,q2 =
2,q3 = 2,q4 = 1,q5 = 1,q6 = 1,q7 = 1). The quality change after arriving at stage 8 is not
considered and thus is 0. At initial state when k = 1, all containers start from stage 1 with a
quality of 100 (lm1(0) = 1,∀m ∈M , and qm(0) = 100,∀m ∈M ).

Problem (3.17) is in the form of a mix-integer linear programming (MILP). It is solved
in Matlab 2015b by a Cplex (v12.5.1) MILP solver. Fig. 3.3 shows the quality of each
container over time. In the figure, the lines stop at the time step when the container is
delivered to the warehouse (stage 8). The total quality loss is 137 units. The movements of
each container are shown in Fig. 3.4. The figure illustrates that 4 containers are transported
by barge and the other 6 containers by truck. It takes 16 time steps to transport all 10
containers to the destination. With this initial example, the idea of quality-aware modeling
method is illustrated. The simulation experiment illustrate that the method can describe both
quality features and logistic features of the perishable goods, as well as consider the two
aspects together in a decision making process. In this case, the quality feature is represented
with a linear model; the logistic features include lead times and node capacities. Although
this example does not demonstrate the full potential of quality-aware models, more complex
quality and logistic features are investigated in the remainder of the thesis.

3.4 Conclusions
This chapter proposes to tackle planning issues in perishable goods logistics using a general
framework from a system and control perspective. To address Research Question 2, in this
framework, a quality-aware modeling approach is proposed to describe a logistic system.
Mathematical models built in this way are capable of considering simultaneously quality
features and logistic features of perishable goods in a supply chain. The numerical exam-
ple shows that the quality-aware modeling has potential in planning of perishable goods
logistics. The next chapter will introduce controller design, as the other component of the
general framework.



32 3 The general framework Part I: Quality-aware modeling approach

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Time Step

75

80

85

90

95

100
Q

u
a

li
ty

Container 1
Container 2
Container 3
Container 4
Container 5
Container 6
Container 7
Container 8
Container 9
Container 10

Figure 3.3: Quality loss of perishable goods in each container.
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Figure 3.4: Movements of each container.



Chapter 4

The general framework Part II:
Model predictive control

To develop methods for planning perishable goods logistics, Chapter 3 proposes a general
framework from a system and control perspective and then focuses on the system part of the
general framework, in which a quality-aware model can be used to represent a perishables
logistic system. This chapter discusses the other part of the general framework, controller
design. A model predictive control strategy is proposed to determine control actions, taking
into account of information on the system dynamics and disturbances in the near future.
This strategy allows supply chain players make decisions based on up-to-date quality and
logistic information.

Section 4.1 compares the several control strategies mostly used for supply chain plan-
ning. Section 4.2 introduces the model predictive control strategy, which can effectively
tackle disturbances happening in supply chains. Section 4.3 uses a brief instance to illus-
trate the capabilities of MPC. Section 4.4 briefly introduces distributed control architectures.
Section 4.5 lists the general steps for implementing MPC in a perishable goods supply chain.
Section 4.6 concludes this chapter.

Parts of this chapter have been published in [91].

4.1 Real-time control strategies

This section reviews control strategies used in supply chain management and logistics re-
ported in literature. They can be categorized mainly in three groups: optimal control, model
predictive control (MPC), and robust control.

An optimal control strategy is always formulated with an objective function and often
with constraints [51]. Solutions generated by an optimal control strategy are optimal or near
optimal depending on the solving technique. Ivanov et al. [65] analyzed the potential for
optimal control being applied in supply chain decision making. They report that centralized
optimal control strategies may generate better solutions rather than decentralized control.
Cheng and Duran [27] use optimal control policy to aid decision making in an international
crude supply chain. Interestingly in the article they mention that a rolling horizon con-
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trol scheme could provide future direction for large scale industrial problems. Due to its
open-loop nature, the solutions generated by an optimal control strategy is only valid under
dynamic environments.

Model predictive control, also known as receding horizon control, has wide applica-
tions in transportation and logistics. The advantage of MPC is that it can easily incorporate
constraints and can formulate computationally tractable optimization problems compared
with optimal control strategy [120]. Li et al. [87] investigate synchromodal freight trans-
port planning in multiple interconnected service networks. Xin et al. [152] and Zheng et
al. [160] focus on the scheduling of autonomous guided vehicles on land and water using
model predictive control. Chen et al. [24] investigate vessel train formation problems using
MPC. Nabais et al. [108] use MPC to determine flow assignments in transportation net-
works. Seferlis and Giannelos [124] developed a two-layer MPC for multi-echelon supply
chain networks. Subramanian et al. [129] develop a cooperative MPC strategy and apply it
on a single-product, two-echelon supply chain. They demonstrate that any system that can
be stabilized by a centralized MPC can be also stabilized by a cooperative MPC.

In an environment with unknown-but-bounded uncertainties, a robust control strategy
can be used to tackle the stochastic features. Boukas et al. [15] deal with a inventory-
production control problem with perishable goods. They formulated the problem as a jump
linear quadratic control problem. Laumanns and Lefeber [81] consider information flows
and material flows in supply networks represented by directed graphs. Demands are repre-
sented by unknown-but-bounded disturbances.

As concluded in Chapter 2, this thesis mainly investigate how real-time quality infor-
mation can benefit perishable goods logistics in dynamic environments with deterministic
disturbances. Therefore, the thesis chooses to focus on MPC as the control strategy. The
potential of MPC for planning perishable goods logistics is evident. With prediction of
products’ quality and logistic conditions, MPC is able to consider what will likely happen
in near future and make decisions accordingly. This allows MPC to consider any upcoming
disturbances, since quality of goods and environmental factors (such as temperature) can
change rapidly. Decisions obtained from the MPC approach in response to these changes
could increase the efficiency of logistic activities and reduce loss of perishable goods.

4.2 Model predictive control strategy
Inaccuracy of quality measurements and disturbances in logistic events may cause loss in
perishable goods supply chains. Most of the logistic planning approaches reviewed in Chap-
ter 2 are open-loop – after decisions are made, no further adjustments to the decisions will be
carried out, which may lead to certain deviations from the expected performances. A close-
loop control strategy that considers the latest and future system states and disturbances can
reduce such loss. According to [110], MPC is an optimization-based control technique that
includes:

1. a mathematical model to represent and predict the system’s behavior over a given
horizon,

2. an objective function of what system behavior is desirable,

3. a mathematical formalization of operational constraints that needs to be satisfied,
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Figure 4.1: MPC working principle

4. observations of the system at each time step, and

5. any available information on upcoming disturbances.

At each time step k, to determine actions, a controller solves the following optimization
problem represented in a general mathematical form:

min
k+Np−1

∑
τ=k

J (x(τ),u(τ)) , (4.1)

subject to

x(k+1) = f (x(k),u(k),d(k)) , (4.2)

y(k) = g(x(k),u(k),d(k)) , (4.3)

f1 (x(k),y(k),u(k),d(k))≥ 0, (4.4)

f2 (x(k),y(k),u(k),d(k)) = 0, (4.5)

where Np is the length of the prediction horizon. Value J is a function of system state x and
decisions u at time step τ. The objective is, without loss of generosity, to minimize the sum
of all J from τ = k to k+Np−1. This calculation is made at each time step k, subject to the
predicted system dynamics (4.2), (4.3) and constraints (4.4), (4.5). Figure 4.1 shows how a
model predictive controller works in general. The process is explained in Alg.4.1.

4.3 MPC example case: Potato starch production

This section provides an example case of MPC for planning potato starch production.
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Algorithm 4.1 General MPC principle

1: At time step k, the model predictive controller measures the stages of the system x and
the known disturbances d.

2: The controller solves an optimization problem (4.1)–(4.5), with a certain objective (4.1),
represented in Fig. 4.1 as the closeness of the system output from a reference trajectory.

3: Decisions u for the future Np time steps have been obtained as predicted control input.
4: The controller executes the decisions for the first upcoming time step k+1 only.

Figure 4.2: A system and control perspective for potato starch production scheduling

4.3.1 Scenario description
Potatoes are one of the main sources for starch production [53]. The extraction of starch
from potatoes is an important step in potato starch supply chains. Usually a starch produc-
tion plant is located near potato farms, producing starch from potatoes during the harvest
time of each year. When a starch producing campaign starts, farmers harvest potatoes and
store them in their chambers, waiting to transport to the plant for processing. During this
waiting time, potatoes start to deteriorate, and starch concentration starts to decrease. There-
fore, the scheduling of potato processing can affect the total amount of starch produced.
Since farmers get paid for starch and not potato weight, the overall degradation should be
minimized.

As discussed in Chapter 3, a system and control perspective is adopted in the general
framework. For this potato starch production case, as shown in Fig. 4.2, the system is con-
sidered as a starch production plant and several farms that provide potatoes to the plant. The
controller is an agent that can measure the amount and quality of potatoes that remain in
the storages of each farm, and make decisions on how many and from which farms potatoes
should be taken each day. The mathematical representations of the system and the controller
are discussed below.

4.3.2 System dynamics
Logistic dynamics

A set of farms F = {1, . . . , i, . . . ,F} with Si chambers Si = {1, . . . , j, . . . ,Si} on each farm,
and a starch production plant are considered as components of the system. On each day
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ui,j(k)hi,j(k)
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Figure 4.3: Dynamics of potatoes in a chamber

Production Plant
P(k)Σ ui,j(k)

Transport Product

Figure 4.4: Dynamics of potatoes sent to the starch production plant

k in a chamber j of farm i, hi, j(k) represents the amount of potatoes brought in with the
harvest, and ui, j(k) represents the amount of potatoes moved out for the plant, where k ∈
T = {1, . . . ,k, . . . ,T}. The amount of potatoes remaining in the chamber is si, j(k), and
qi, j(k) is the quality of them, as shown in Fig. 4.3. Each day during the campaign potatoes
from different chambers are transported to the plant, and P(k) is the total starch production
on that day, as shown in Fig. 4.4. The dynamics of remaining potatoes in each chamber is
then described as follows:

si, j(k+1) = si, j(k)−ui, j(k)+hi, j(k), i ∈ F , j ∈ Si,k ∈ T (4.6)

P(k) = ∑
i∈F , j∈Si

ui, j(k)qi, j(k). (4.7)

Quality dynamics

The starch concentration of stored potatoes decreases over time. This change is also consid-
ered in the system. According to an experimental study [111], the degradation of the starch
concentration follows a first-order kinetic model. With q0 the initial quality when harvested,
the remaining quality at continuous time t can be denoted as:

q(t) = q0 exp(−rt). (4.8)

where r is a temperature dependent variable derived using Arrhenius Law [139]. This ex-
ample assumes that r is known from the given temperature. A discrete kinetic model is used
as decisions are made at discrete time steps. Let δ be the time interval between time step k
and k+ 1. Note that quality at any time step k can be seen as an “initial quality” for time
k + 1, and that r is time-relevant. Let R(k) = exp(−r(k)δ), the quality dynamics can be
represented as follows:

q(k+1) = q(k)exp(−r(k)δ)

= q(k)R(k).
(4.9)
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System state-space representation

Let vector x(k) denote the state of the system, including the amount of potatoes left in each
chamber si, j(k) and the quality of the potatoes in the chamber qi, j(k). In this instance, the
states of the system are assumed measurable, i.e., y(k) = x(k). Decision variables are col-
lected in vector u(k), denoting the amount of potatoes to be transported from each chamber
to the plant on day k. The amount of remaining potatoes in the chambers is denoted by
s(k). The qualities of the potatoes are given by q(k). Vector h(k) represents the amount of
potatoes harvested on day k, which is considered as disturbance of the system d(k). The
element of matrix H (with the size of F ×T ) on row i, column k is 1 if there is harvesting
for farm i, day k; and 0 otherwise. Denote identical matrix as I, the state-space form of this
system can now be represented by:

x(k+1) = A(k)x(k)+Bu(k)+Cd(k),

=

[
I 0
0 R(k)

][
s(k)
q(k)

]
+

[
−I 0
0 0

][
u(k)

0

]
+

[
I 0
0 0

][
h(k)

0

] (4.10)

y(k) = x(k), (4.11)

where

A(k) =
[

I 0
0 R(k)

]
, (4.12)

R(k) =

 R1,1(k) · · · 0
...

. . .
...

0 · · · RF,S(k)

 , (4.13)

x(k) = [sT(k),qT(k)]T, (4.14)

s(k) = [s1,1(k),s1,2(k), . . . ,si, j(k), . . . ,sF,S(k)]T, (4.15)

q(k) = [q1,1(k),q1,2(k), . . . ,si, j(k), . . . ,sF,S(k)]T, (4.16)

u(k) = [u1,1(k),u1,2(k), . . . ,ui, j(k), . . . ,uF,S(k)]T, (4.17)

h(k) = [h1,1(k),h1,2(k), . . . ,hi, j(k), . . . ,hF,S(k)]T, (4.18)

d(k) = h(k). (4.19)

Constraints

Two constraints are considered in this study case. Firstly, the amount of potatoes ui, j(k)
transported is non-negative and not larger than the amount of potatoes left in the chamber.
Secondly, the plant has a daily processing capacity c(k). The two constraints are described
as follows:

0≤ ui, j(k)≤ si, j(k), (4.20)

∑
i∈F

∑
j∈Si

ui, j(k)≤ c(k). (4.21)
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Algorithm 4.2 Quality-unaware controller C1

1: ui, j(k)← 0 for each i ∈ F and j ∈ Si.
2: repeat
3: Randomly pick a farm i ∈ F
4: Take away potatoes most recently harvested, ui, j(k)← ui, j(k)+ si, j(k).
5: until si, j(k)≥ c(k)−ui, j(k) (the daily capacity reached).

Algorithm 4.3 Quality-aware controller C2

1: Take measurements q(k) for all the stored potatoes.
2: Solve the optimization problem (4.22) – (4.26) to get values for u(k), that maximize the

starch production of the day.

Algorithm 4.4 Predictive quality-aware controller C3

1: Take measurements and predictions for all the stored potatoes within the prediction
horizon τ.

2: Solve the problem (4.27) – (4.31) to find the optimal solutions for ũ(k).
3: Implement the decision u(k).

4.3.3 Control approach

The controller takes measurements of the system and makes decisions on when and from
which farm potatoes should be transported to the plant for processing. In order to illustrate
the performance of MPC, three different control strategies are considered:

• C1: Quality-unaware controller: scheduling without any knowledge of quality;

• C2: Quality-aware controller: scheduling with information of quality of the day;

• C3: Predictive quality-aware controller: scheduling with information of quality over
a prediction horizon.

Quality-unaware controller C1

In a traditional potato starch production scenario, potato quality is often not considered.
The postharvest decisions made by growers and starch production plants are irrelevant to
the starch content of potatoes. To describe such situation, the quality-unaware controller
does not apply any form of optimization and randomly, repeatedly picks a farm on each
day, and starts the transport with the most recently harvested potatoes on that farm until the
daily capacity is reached, as is shown in Algorithm 4.2.

Quality-aware controller C2

In a modern starch potato production scenario, potato quality is often estimated by growers
or production plants. To describe such situation, the quality-aware controller takes daily
measurements of the quality and amount of potatoes in each chamber. It then chooses
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to transport potatoes that have the best quality first. This controller maximizes the daily
production of starch by solving the following optimization problem:

max
u(k)

J(x(k),u(k),d(k)) = ∑
i∈F

∑
j∈Si

qi, j(k)ui, j(k), (4.22)

subject to

x(k+1) = Ax(k)+Bu(k)+Cd(k), (4.23)

y(k) = x(k), (4.24)

0≤ ui, j(k)≤ si, j(k), (4.25)

∑
i∈F

∑
j∈Si

ui, j(k)≤ c(k). (4.26)

Algorithm 4.3 shows the steps of this controller.

Predictive quality-aware controller C3

When potato quality can be predicted, growers and starch production plants can make deci-
sions according to this information. A quality-aware model predictive controller is designed
to consider predicted quality over a prediction horizon. The optimal decision can be made
at the beginning of each day to maximize the total production. Only the decisions for the
first day given by the controller are implemented. A new optimization is carried out each
next day until the end of the experiment. The optimization problem solved by the controller
is then:

max
ũ(k)

J(x̃(k), ũ(k), d̃(k)) =
min(Np−1,T−k)

∑
τ=0

∑
i∈F

∑
j∈Si

qi, j(k+ τ)ui, j(k+ τ) (4.27)

subject to

x(k+ τ+1) = Ax(k+ τ)+Bu(k+ τ)+Cd(k+ τ) (4.28)

y(k+ τ) = x(k+ τ) (4.29)

0≤ ui, j(k+ τ)≤ si, j(k+ τ) (4.30)

∑
i∈F

∑
j∈Si

ui, j(k+ τ)≤ c(k+ τ) (4.31)

where x̃(k) = [xT(k+1), . . . ,xT(k+Np)]
T is the vector consisting of all system states over

the prediction horizon. Similarly, ũ(k) and d̃(k) are [uT(k+1), . . . ,uT(k+Np)]
T and [dT(k+

1), . . . ,dT(k+Np)]
T, respectively. Using this controller, only the first step of the decisions

are implemented on the system, i.e. u(k). The procedure of this controller is described in
Algorithm 4.4. Because the duration of the experiment is finite, from day T −Np + 2 to
day T , the length of the prediction horizon k +Np becomes larger than the length of the
remaining time steps of the experiment. The controller therefore reduces the prediction
horizon if it exceeds the length of the experiments.
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Table 4.1: Performance of different controllers

Controller C1 C2 C3 5-day C3 10-day C3 30-day C3 60-day
Mean 100.0% 109.9% 111.6% 112.3% 114.1% 114.9%

Deviation 0 0.0324 0.0360 0.0387 0.0460 0.0574

4.3.4 Simulation experiments

The experiments consider 5 farms. Each farm has a storage place of 4 chambers. Each
experiment lasts for 60 days in total. Ten scenarios are considered altogether. In each
scenario, different strategies are used. The scenario settings are shown as follows:

F = 5,
Si = 4, i ∈ F ,
T = 60,
s1,1(1) – s5,1(1) = 4400, 4300, 4400, 4500, 4200,
hi, j(k) = 400H(i,k), i ∈ F , k ∈ T ,
c(k) = 800, k ∈ T ,
qi, j ∼ N(Ei, j,di, j),
ri, j(1) ∼ N(µi, j, σ̄i, j),
ri, j(k+1) ∼ N(ri, j(k),σi, j),
E1, j –E5, j = 100, 80, 90, 85, 100,
d1, j – d5, j = 1, 1, 1, 0.5, 1,
µ1, j – µ5, j = 0.02, 0.03, 0.04, 0.025, 0.03,
σ̄i, j = 0.002,
σi, j = 0.001.

The sets of farms (F) and chambers(S), the length of the simulation in days (T ), initial
amount of potato storage (si,1(1)), amounts and dates of harvesting on each farm (hi, j(k)),
and the capacity of production plant (ck) remain the same in all scenarios. The harvesting of
farm i happens on day 2+ i, 12+ i, and 22+ i, denoted by binary variables in matrix H. The
initial quality of each chamber qi, j and kinetic variables ri, j(k) follow normal distributions.

With each scenario, 3 experiments are conducted using the 3 different control strate-
gies. In each experiment, the results of different controllers are normalized so that they are
compared with controller C1 in percentages. Table 4.1 lists the mean value and standard de-
viation from the 10 scenarios of relative starch yield of each controller. Controller C1 yields
100% production, while C2 has an increase of production by 9.9%. The predictive con-
troller with 5 day’s prediction produces 11.6% more starch compared to C1. With quality
prediction of 60 days, the controller has the highest production by an increase up to 14.9%
compare to C1. A chart illustrating the effect of different prediction horizon is presented as
Fig. 4.5.

This initial case study investigates the idea of scheduling potato starch production using
MPC when considering accurate information on potato quality. The performance of MPC
controllers is compared with the performance of a quality-unaware controller and a non-
predictive, quality-aware controller. It is illustrated that MPC can use the information of
current as well as predicted quality to improve decision making. The example does not
include disturbances in quality prediction, thus when the prediction horizon increases, the



42 4 The general framework Part II: Model predictive control

0 10 20 30 40 50 60

Prediction horizon (day)

1

1.05

1.1

1.15

1.2

1.25

R
el

at
iv

e 
pr

od
uc

tio
n 

(%
)

C1
C2
C3

Figure 4.5: Performances of controllers of different prediction horizons

improvements of starch production always become larger.

4.4 Control architectures

The above example shows a centralized control strategy, with one controller holding all in-
formation and making all decisions. The advantage of using a centralized control strategy is
that the solutions given by the controller are globally optimal (given that the optimization is
solved in an optimal manner). However, as Negenborn and Maestre [109] point out, a sys-
tem can sometimes be difficult for centralized modeling, data collection, and actuation. For
instance, a transport network can be too large for a controller to compute the solution. In
addition, a supply chain may contain more than one decision makers, who make decisions
according to their own knowledge. These situations make it difficult for a centralized con-
troller to be implemented. Moreover, the computational requirements of centralized control
strategies can be very high. To avoid these disadvantages, a decentralized control strategy
is often used, although a loss of performance may incur compared to a centralized strategy.

Decentralized control strategies can be designed in different architectures, depending
on how controllers interact with each other. According to Scattolini [121], architectures
include decentralized control architecture, in which each controller controls one of the sub-
systems and do not communicate with each other; distributed control architecture, in which
each controller is responsible for each of the subsystems, and communicate with other con-
trollers; hierarchical control architecture, in which controllers are organized in a hierarchical
way with different levels. Each of the architectures can be applied according to the features
and relationships of the considered decision makers.
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4.5 MPC design steps for perishable goods logistics
This section lists the general steps for designing a control strategy, once the model of the
logistic system is known.

1. Identify the number of supply chain players and their goals in the supply chain, indi-
vidually or collectively.

2. Determine the control architecture according to the relationships amongst the players.
This includes how controllers communicate with each other.

3. Determine the length of the prediction horizon based on the available future informa-
tion and computational requirements.

4. For each controller, determine the objective function and constraints, forming an op-
timization problem.

5. For each controller, determine an appropriate solving technique for the optimization
problem.

4.6 Conclusions
This chapter focuses on the controller component of the general framework. In this chapter,
the Research Question 3 is addressed by proposing the use of MPC. In an example of potato
starch production scheduling, the MPC strategy proves to have its strength in dealing with
real-time and predicted quality information in scheduling perishable goods logistics. In
addition, distributed MPC is briefly introduced. The steps needed in general to implement
MPC in a perishable goods supply chain is listed. Chapters 5, 6, and 7 implement the general
framework in supply chains with different commodities.





Chapter 5

Quality-aware modeling in a
banana distribution network

In Chapter 3, a quality-aware modeling approach is proposed to describe perishable goods
logistics. This chapter follows Chapter 3 by applying the proposed modeling approach to a
banana distribution network. The network considers a port-based cool warehouse, a ripen-
ing facility, and retailers in hinterland. Bananas’ quality is used as reference for decision
making. The quality-aware model also considers quality-related decisions on ripening.

This chapter is organized as follows: Section 5.1 introduces a typical banana supply
chain. Section 5.2 describes mathematically using the proposed quality-aware modeling
approach, with an objective of maximizing the total revenue generated by the banana dis-
tribution network. Section 5.3 presents the simulation experiments to evaluate the proposed
approach. Section 5.4 concludes the chapter.

Parts of this chapter have been published in [93].

5.1 Introduction

Bananas are one of the most traded agricultural products in the world. The total export of
bananas was 17.5 million tonnes in 2016 and were expected to reach 18.1 million tonnes in
2017 [50]. EU imported 5.8 million tonnes of bananas in 2017 [44].

The amount of wasted bananas is huge. In UK alone, 83000 tonnes of bananas become
wasted per year [133]. Wastage can happen in households or supply chains. For instance,
failing to meet quality requirements imposed by downstream supply chain players can result
in wastage of a whole container of bananas [140].

5.1.1 Life cycle of bananas

Bananas slowly go through a climacteric period after being taken from trees. This period is
often referred to as “ripening”. During this climacteric period, bananas’ respiration rate and
ethylene production increase. The time period prior to ripening is referred to as a green-life
period [148], for peels of bananas are green during this period. As the ripening process

45
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Table 5.1: Seven-stage scale for assessing banana ripeness [126].

Stage Description
1 Green
2 Green with traces of yellow
3 More green than yellow
4 More yellow than green
5 Yellow with green tip
6 Completely yellow
7 Yellow with brown flecks

initiates, bananas start to gradually turn from green to yellow. Although bananas can ripen
naturally, in today’s supply chain it is preferred that bananas are ripened in ripening facilities
through ethylene treatment. Because this helps bananas develop a bright-yellow peel color
which appeals to the consumers [39]. After the ripening treatment, bananas are transported
from the ripening facility to nearby retailers.

If storage temperature is too high during green-life period, bananas may start to ripen
before reaching a ripening facility. This undesired situation is referred to as “early ripen-
ing”. Ripe bananas have a very short shelf-life before they turn too ripe. Therefore, during
shipping, the temperature in reefer containers should be kept at about 13 °C in order to
reduce the risk of early ripening.

The ripeness of bananas can be assessed by visual inspection of the color of banana peel.
A seven-stage scale is mostly used in commercial banana supply chains [126]. As shown in
Table 5.1, the larger the number, the more ripe bananas become. Usually retailers require
the bananas to be at stage 3 or 4 of ripeness.

5.1.2 Typical banana supply chain

In a typical intercontinental supply chain, bananas are harvested at farms in tropical regions
(e.g., Central America), then cut, washed, quality-checked and put into boxes. Then these
boxes are prepared for shipping by sea, stowed in reefer containers and transported to a port
terminal by truck. These procedures take less than a day. After being loaded onto a vessel,
the intercontinental journey takes about two weeks for the reefers to reach terminals in Eu-
rope. Figure 5.1 shows a banana distribution network in Europe. Bananas from Costa Rica
are shipped to several ports in Europe. They are then transported by truck to local ripen-
ing facilities and afterwards to retailers. Upon arrival at the destination continent, bananas
are stored in warehouses for up to 1 week. Before being distributed to retailers, bananas
go through a forced ripening procedure using ethylene treatment in a sealed chamber with
temperature and atmosphere control. This procedure takes about 4 to 8 days depending
on the temperature before bananas can be taken to retail stores or supermarkets and finally
consumed by customers in a few days.
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Figure 5.1: A banana distribution network (adapted from [100]).

5.1.3 Previous research focusing on banana distribution

Banana supply chain is a mature industrial sector. However, very limited research addresses
the changes that can be brought by the real-time quality awareness provided by recently
developed technologies.

Jedermann et al. [69] study the impact of awareness of banana quality change on an
international banana supply chain. They conclude that remote quality monitoring has high
potential in improving supervision of transport processes to reduce losses in a banana sup-
ply chain. Furthermore, techniques of ripening bananas in reefer containers can be made
available with remote monitoring and supervision. Recent development of sensor technol-
ogy [66], communication technology [68] and understanding of banana physiology [69] can
contribute to better coordinations amongst supply chain players with the objective of reduc-
ing the wastage of bananas [79].

One promising aspect is to use quality information to optimize logistics activities. Some
previous research has focused on this aspect of a banana distribution system. Lütjen et
al. [100] consider an assignment problem to allocate containers to fulfill customer orders
considering the risk of bananas’ early ripening. Haass et al. [56] design a coordination
strategy for intelligent containers to automatically adjust destinations according to demand
of customers and quality of bananas being held inside containers. They demonstrate the
potential of quality driven distribution of perishable foods by intelligent containers. Both
papers assume that quality information of bananas can be acquired and shared using com-
munication technology.
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This chapter examines the capability of a quality-aware model by describing a banana
logistics system using such method. Subsequently an optimization of banana logistics activ-
ities from a terminal to retailers is carried out. Bananas are scheduled in containers, taking
into consideration of quality before and after ripening.

5.2 Scheduling with quality information for a banana lo-
gistics system

This section firstly formalizes the research problem. Then assumptions considered in this
study are discussed. Subsequently, the quality-aware model is developed for scheduling in
a banana logistics system.

5.2.1 Problem statement and assumptions

Figure 5.1 shows a banana distribution network in Europe. Bananas grown in tropical coun-
tries are shipped to several ports in Europe. They are then transported by truck to local
ripening facilities and afterwards to wholesalers and retailers. In a ripening facility, bananas
receive ethylene treatment to be ripened, which takes about 4–8 days. In today’s banana
supply chain, the latest quality information is only available when bananas reach certain
check points. If bananas are found with bad quality at a check point, they should be dis-
carded, or a secondary customer who is willing to receive them should be contacted. If
real-time information would be available, adjustments could be made in time to proactively
handle such situations.

The quality change of bananas can be divided into two periods: the green-life period
and the ripe period. The relationship between the length of the green-life period tGP and
temperature T is derived from [69] as follows:

tGP(T ) = 159.86e−0.124T . (5.1)

When T = 13.5°C, tGP = 30 days. This temperature can be used as a reference temperature
T0, so that a reduction of green-life ∆gT0 is 1 day. When T has other values, ∆gT varies
based on the following rate:

∆gT =
tGP(T0)

tGP(T )
. (5.2)

For instance, when T = 16.8°C, tGP = 20 days, meaning that the bananas have their green-
life decreasing 1.5 times as fast as when considering T0. Therefore, ∆g16.8 = 1.5∆gT0 . For
bananas in the ripe period, consider an indicator of ripeness r, which increases after bananas
have received ethylene treatment. The ripeness is checked at retailers when making the
decision of whether to accept the bananas.

The objective of this chapter is to propose a scheduling method for banana supply
chains, based on the quality-aware modeling approach. Decisions are made on distribution
and ripening of bananas with the consideration of quality information, aiming at reducing
losses in banana supply chains, which could be useful for banana trading companies or
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Figure 5.2: A typical example of the logistics representation. Each node represents a stage
that a container could be at; each arc represents a possible transition from one
stage to another.

logistics service providers. The following general assumptions in the modeling are consid-
ered:

• Bananas have homogeneous quality within each container.

• The time bananas can remain green does not affect the time needed for ripening.

• Information regarding the quality of bananas is available and predictable.

• Demand from retailers is known in advance.

• Bananas that ripen early are considered spoiled and thus discarded.

Next, the quality-aware model for the banana logistics is presented.

5.2.2 Quality-aware modeling for banana logistics

Consider a container of bananas as a minimum controllable unit m ∈M , with M being the
collection of considered containers. Each container goes through different stages i∈N as it
is transported in the supply chain over a discrete time horizon K = {1,2, . . .}. Container m
can be at a certain stage i (e.g., at a port) at time step k∈K (denoted by lmi(k)= 1, otherwise
lmi(k) = 0); and if a decision at time step k is made to move this container to another stage
j (e.g., loaded on a truck), umi j(k) = 1 and lm j(k+1) = 1. The collections of stages (nodes)
and transitions (arcs) form a graph G = {N ,E}, as shown in Figure 5.2. Note that a unit m
can stay at a stage i over multiple time steps (umi j(k) = 1, i = j). The collections of origin
stages (where containers start from) and destination stages (where containers should end
up) are denoted by O and D , respectively.

Variables related to each unit m are linked by three types of constraints, namely logistics,
demand from retailers, and quality constraints. Next, the constraints of the model are listed
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followed by their explanations:

∑
j∈S(i)∪{i}

umi j(k) = lmi(k), ∀m ∈M , i ∈N ,k ∈K (5.3)

∑
i∈P( j)∪{ j}

umi j(k) = lm j(k+1), ∀m ∈M , j ∈N ,k ∈K (5.4)

∑
i∈N

lmi(k) = 1, ∀m ∈M ,k ∈K (5.5)

∑
j∈S(i)∪{i}

(
t lead
mi umi j(k)

)
−am j(k)−Qum j j(k+1)≤ 0, ∀m ∈M , i ∈N ,k ∈K (5.6)

am j(k) =
k

∑
τ=1

∑
i∈P( j)∪{ j}

umi j(τ), ∀m ∈M , j ∈N ,k ∈K (5.7)

∑
m∈M

∑
j∈P(i)∪{i}

um ji(k)≤Cnode
i (k+1), ∀i ∈N ,k ∈K (5.8)

∑
m∈M

∑
j∈S(i)

umi j(k)≤Carc
i (k), ∀i ∈N ,k ∈K (5.9)

si(k) = ∑
m∈M

∑
j∈P(i)

umi j(k), ∀i ∈D,k ∈K (5.10)

lw−1

∑
τ=0

f τ
i (k)+ f C

i (k) = di(k), ∀i ∈D,k ∈K (5.11)

si(k) =
min(lw−1,k−1)

∑
τ=0

f τ
i (k− τ), ∀i ∈D,k ∈K (5.12)

gm(k+1) = gm(k)−∆gT
m(k), ∀m ∈M ,k ∈K (5.13)

rm(k+1) = rm(k)+∆rm(k), ∀m ∈M ,k ∈K (5.14)

∆rm(k)≤ Qdripe
m (k), ∀m ∈M ,k ∈K (5.15)

Q∆rm(k)≥ dripe
m (k), ∀m ∈M ,k ∈K (5.16)

∆rm(k)≤ 1+Q ∑
j∈NRF

∑
i∈P(i)

umi j(k), ∀m ∈M ,k ∈K (5.17)

∑
i=P( j)

umi j(k)≤ Qgm(k), ∀m ∈M , j ∈NRF,k ∈K (5.18)

∑
k∈K

dethy
m (k)≤ 1, ∀m ∈M (5.19)

∑
j∈NRF

∑
i∈P( j)

umi j(k)≥ dethy
m (k+1), ∀m ∈M ,k ∈K (5.20)

Q(dethy
m (k)−1)≤ gm(k+1), ∀m ∈M ,k ∈K (5.21)

dripe
m (k+1) = dripe

m (k)+dethy
m (k), ∀m ∈M ,k ∈K (5.22)

Q(1− ∑
j∈D

∑
i∈P( j)

umi j(k))≥ rm(k+1)− rhigh, ∀m ∈M ,k ∈K (5.23)

Q(1− ∑
j∈D

∑
i∈P( j)

umi j(k))≥ rlow− rm(k+1), ∀m ∈M ,k ∈K . (5.24)
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Logistics. Constraints (5.3)-(5.9) belong to the aspects related to the logistics. Constraints
(5.3) and (5.4) denote that when changing stages, containers follow the directed arcs. In the
constraints, P(i) and S(i) are the collections of predecessor and successor nodes of node
i excluding i itself. Constraint (5.5) ensures that each container can only be at one of the
stages for each time step. Constraint (5.6) ensures that a lead time t lead

mi is given to container
m when it enters a node i and can only move out after the lead time is reached. Here (also
for the rest of the constraints) Q is a big number. In (5.7), am j(k) is a counter that calculates
the number of time steps for which container m has stayed in node j up to time step k.
Constraint (5.8) limits the number of containers at node i at time step k, and (5.9) limits the
number of containers moving from node i to any other successive nodes.

Demand from retailers. Constraints (5.10)-(5.12) belong to this aspect. Logistics plan-
ners need to fulfill retailers’ demand by sending them ripe bananas from ripening facilities.
Constraint (5.10) explains the relation between number of containers received by wholesaler
i ∈D and decisions of the logistics planners. Constraint (5.11) specifies how demand from
retailer i ∈D at time step k can be responded in different ways: f τ

i (k) represents the num-
ber of containers that fulfills the demand with a τ days’ delay (0 ≤ τ ≤ lw− 1), and f C

i (k)
denotes the number of containers in the demand di(k) that cannot be fulfilled. Constraint
(5.12) links fulfillments of demand f τ

i to supply si(k). Note that a supply of container on
day k can respond to the demand from day k− lw+1 to day k.

Quality. Constraints (5.13)-(5.24) belong to the aspect of quality. Constraint (5.13) de-
scribes the decreasing of green-life period gm(k) of bananas in container m in days, with
∆gT

m(k) derived from (5.2). Constraint (5.14) describes quality change of bananas after
ripening. Variable rm(k) represents ripeness of bananas. Integer decision variable ∆rm(k)
represents the increasing of ripeness, which can be one of the values from {0,1,2} for each
day, each container. When bananas are not ripe, ∆rm(k) = 0, which is described by (5.15).
When bananas are in ripening facilities, ∆rm(k) can be 1 or 2 depending on how fast they
need to be ripened but cannot be 0, limited by (5.16). After moving out of ripening facilities
∆rm(k) = 1 in a static environment, ensured by (5.17). Constraint (5.18) enforces that only
containers with unripe bananas (gm(k) ≥ 0) can be moved to a ripening facility j ∈ NRF.
Constraint (5.19) makes sure that each container m can go through ripening process no
more than once. Constraint (5.20) indicates that the decisions to start ripening can only be
made when container m is in a ripening facility. Constraint (5.21) ensures that containers
holding ripe bananas cannot go through ripening process. In Constraint (5.22), an indicator
dripe

m becomes 1 from 0 at time step k when bananas in container m go through an ethylene
treatment at time step k (dripe

m (k) = 1). Wholesalers need bananas within a certain ripeness
range, which is ensured by (5.23) and (5.24) with a maximum and minimum acceptable
range of ripeness rhigh and rlow.

5.2.3 Scheduling objective

Consider an objective function over a finite time period (K = {1, . . . ,Ns}) as follows:
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Figure 5.3: Considered supply chain.

J =
Ns

∑
k=1

∑
i∈D

si(k)α−
Ns

∑
k=1

∑
m∈M

∑
(i, j)∈E

umi j(k)βi j

−
Ns

∑
k=1

∑
i∈D

min(lw−1,k−1)

∑
τ=0

( f τ
i (k− τ)γτ)−

Ns

∑
k=1

∑
i∈D

f C
i (k)δ,

(5.25)

in which α is the price for delivering a container to a wholesaler; βi j is the cost for a
container to transit from stage i to stage j (e.g., cost for transport); γ is the penalty for
delaying an order of a container by 1 day; δ is the penalty for not fulfilling a demand of a
container.

In summary, the quality-aware model considers three aspects. First, it considers the de-
cisions in logistics activities including movements of the containers (5.3)–(5.9). Secondly,
demand-supply coupling is considered in Constraints (5.10)–(5.12). Thirdly, the model in-
cludes bananas’ two-period quality changing process (5.13)–(5.14), and how quality affects
decision making in logistics (5.18)–(5.24). The objective function considers income for
selling bananas to retailers, transition costs, and penalties for delays and lost sales. The
combination of the objective function and the constraints forms a mixed integer linear pro-
gramming (MILP) problem: maxJ, subject to Constraints (5.3)-(5.24). The decision vari-
ables are umi j(k), f τ

i (k), f C
i (k), ∆rm(k), and dethy

m (k), for all k ∈ {1,2, . . . ,Ns}.

5.3 Simulation experiments
In this section, simulation experiments are carried out to illustrate the potential of the pro-
posed scheduling method. In the experiments, a typical supply chain shown in Figure 5.3
is considered. There are seven stages that each container with bananas could be located in.
Stage 1 represents the container being stored in the warehouse at the port of destination.
Stage 2 represents the transportation from the port to a ripening facility by truck. Stage 3
is when the container being at the ripening facility. Stage 4 and 6 are the container being
transported to different retailers (denoted by stage 5 and 7).
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Table 5.2: Scenario settings

Variable Value
M 5
N 7
Ns 16
lw 3
t lead t lead

3 = 4, t lead
6 = 2

Cnode
3 2

di(k)
d5(7) = 3,d5(10) = 3,d5(14) = 1
d7(1) = 1,d7(8) = 1

∆gm(k), ∆rm(k) 1
gm(1) [7,3,2,8,10]
rhigh

5 ,rhigh
7 12, 11

rlow
5 ,rlow

7 8, 7
α 10
β 0
γ 1
δ 5

In order to illustrate the performance of the proposed scheduling method, two experi-
ments are performed: one inspired by the current handling procedures, the other based on
the proposed modeling method. In the current case experiment, quality information is only
available at certain check points. The ripening facilities identify early ripened bananas upon
their arrival and discard the containers that do not meet the requirement; the retailers ex-
amine the ripeness of bananas upon arrival and make decisions on accepting or rejecting
bananas; reefer containers are moved according to a pre-defined sequence.

5.3.1 Scenario description

The details of a typical scenario setting are shown in Table 5.2. Assume that five of the reefer
containers are assigned to a particular ripening facility. The lead times for the transport from
the port to the ripening facility (Stage 2) and from the ripening facility to the two retailers
(Stage 4 and 6) are 1, 1, and 2, respectively. The capacity of the ripening facility is two
containers. The demand of retailer 1 and retailer 2 falls on different days given in the table.
Consider the temperature in containers to be static, but the initial remaining green-life can
vary among containers, and quality requirements of the retailers can also differ as shown
in the table. Fulfilling a container of bananas with the right quality brings e10,000, while
each day’s delay of an order costs the supply chain planner e1,000. Canceling the order
results in a penalty of e5,000. Assume that the ripening facilities and transport companies
are contracted, so that transporting and ripening costs are not considered. The experiments
are carried out using Matlab 2015b, on a desktop with Intel Core 2 CPU Q8400, 4GB RAM,
and Windows 7-64bit. The optimization problems are solved using the CPLEX (v12.5.1)
MILP solver. Next section compares the results given by the current case experiment and
the experiment with the proposed method.
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Figure 5.4: Movements of each container over time in the current case experiment.
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Figure 5.5: Quality of each container over time in the current case experiment. (Only posi-
tive green-life is shown.)
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Figure 5.6: Movements of each container over time by the proposed method.
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Figure 5.7: Quality of each container over time with the proposed method. (Only positive
green-life is shown.)

5.3.2 Results and discussion

Solving the MILP problem takes only a few seconds. The results are shown in Figures 5.4–
5.11. Figure 5.4 shows the scheduled container movements over time for the current case
experiment. In the current case experiment, Figure 5.4 shows that container 1 and 2 are
given priority to move to the ripening facility while container 3, 4, and 5 await for the call.
Note that container 3 (overlaps with Container 4) no longer moves forward after reaching
the ripening facility (stage 3) at time step 6. The reason is shown in Figure 5.5: the green-life
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Figure 5.8: Fulfillments of Retailer 1 in the current case experiment.
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Figure 5.9: Fulfillments of Retailer 2 in the current case experiment.

of bananas in container 3 is the lowest amongst the five containers. However, the ripening
facility only becomes aware of this on time step 6 and has to discard the bananas.

For the future case experiment, using the proposed method, Figure 5.6 shows the sched-
uled movements according to the optimization. Considering the quality conditions, con-
tainer 2 and 3 receive the priority to be transported to the ripening facility before early
ripening takes place (see Figure 5.7). This method saves the bananas in container 3 from
being discarded.

Figure 5.8 and 5.9 show how demands from the two retailers are fulfilled (or discarded)
in the current case experiment. In this experiment, two orders are fulfilled on time, two
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Figure 5.10: Fulfillments of Retailer 1 with the proposed method.
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Figure 5.11: Fulfillments of Retailer 2 with the proposed method.
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orders delayed for a day, and three orders are not fulfilled, resulting in a total profit of
e23,000. Figure 5.10 and 5.11 show how demands from the two retailers are fulfilled (or
discarded) in the experiment with the proposed method. In this experiment, two orders are
fulfilled on time, three orders delayed for two days and two orders discarded, resulting in a
total profit of e34,000. Comparing this result to the one from the previous experiment, it
can be noticed that for Retailer 1, there are 2 containers being delayed for 1 more day so
that another container, although delayed, could still get through. This scheduling saves one
of the 3 containers (33%) of bananas from being wasted, and resulted in e11,000 (48%)
more profit.

From the comparison of the two experiments, the conclusion could be drawn that the
efficiency of logistics activities could be improved by considering quality information in
the optimization of logistics activities. Especially in a banana supply chain, the potential
wastage due to early ripening could be reduced.

5.4 Conclusions
Bananas are grown, traded and consumed in huge amount in the world. The amount of waste
bananas is also large due to the perishing nature and effectiveness of supply chain activi-
ties. This chapter investigates opportunities provided by modern technologies to improve
decision making process in scheduling banana logistics by considering quality of bananas.
This chapter addresses Research Question 4, based on descriptions of remaining green-life
and ripeness, a quality-aware model is used to describe and optimize the quality evolution
and logistics process of bananas when going through a supply chain from a port to retail-
ers. Simulation experiments illustrate that decisions can be made with bananas’ quality
taken into account, and thus the wastage can be reduced by up to 14% in banana distribu-
tion networks. The next chapter presents another case study, which combines the modeling
approach and the control strategies that can take into account of disturbances occur in per-
ishables logistics.



Chapter 6

Starch production scheduling

In Chapter 4, an MPC strategy is proposed for controlling operations of perishable goods
logistics. In that chapter, an illustrative example of potato starch production scheduling is
carried out. This chapter focuses on the same example with more details considered, where
a starch potato postharvest event takes place each year. In this scenario, a starch production
plant and several farms work together to maximize the seasonal starch production, forming
a logistics. This chapter combines the quality-aware modeling and the MPC strategy as the
general framework to aid decision making for the production plant as well as farms.

This chapter is organized in five sections. Section 6.1 introduces the background of
the problem. Section 6.2 focuses on quality and logistic aspects of starch potatoes and
models the system using quality-aware method. In Section 6.3, one centralized controller
and one distributed controller are designed to control the postharvest activities. Section
6.4 describes simulation experiments used to demonstrate the effectiveness of the quality-
aware modeling and model predictive control methods. Section 6.5 concludes the chapter
and provides future research directions regarding the case study.

Parts of this chapter have been published in [95].

6.1 Introduction
Potato starch is widely used in food, paper, and textile industries [53]. In 2014, 6.9 million
tonnes of potatoes were harvested and processed for starch in Europe [128]. The harvest in
Europe takes place between August and April of the next year. The harvest is often referred
to as the starch campaign [53]. During this campaign, starch production plants receive pota-
toes produced by local farms. The largest starch processing plant today can process about
250 tonnes potatoes per hour [53]. Nevertheless, usually not all potatoes can be processed
immediately due to the large volume of harvested potatoes. As shown in Fig. 6.1, if potatoes
are not sent to a processing plant immediately after harvest, they are stored in barns or in
pits of the farm, waiting for their time to be transported and processed [20].

In Chapter 3, such scenarios are studied as an example. In that chapter, an MPC strategy
is used to aid decision making with the change of quality and new harvests. This chapter in-
vestigates the combination of quality-aware modeling and MPC in the general framework,
considering more details compared to the example in Chapter 3. The system aspect con-

59
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Farm 1

Starch Factory
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Field

Storage
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...

Figure 6.1: Movements of potatoes during a starch campaign. Growers of each farm move
harvested starch potatoes to the on-farm storages and the starch plant.

siders not only the turning-in to the starch plant, but also the harvesting operations. The
quality is considered as the feature of the potatoes instead of the feature of the storages.
Labor availability as well as storage capacity are also included. The controller aspect con-
siders two control strategies: centralized and distributed. The two strategies can represent
different types of cooperation among growers and the starch plant.

According to Wustman and Struik [151], stored potatoes lose weight and starch content
over time, as they have an active metabolism. The loss can be caused by several factors:
evaporation, respiration, sprouting, changes in the chemical composition, damage by ex-
treme temperature, and spread of diseases. Uncertainties in storage conditions can also af-
fect the weight and quality loss. For instance, a too low storage temperature can cause more
starch conversing into reducing sugars. Therefore, managing stored potatoes in uncertain
environments is important for reducing loss of quality during the starch campaign.

As discussed in Chapter 2, good decision support systems can be beneficial for players
in perishable goods supply chains. Since the end product is starch in the logistic operations,
this chapter defines quality of potatoes as their starch content. Therefore, this section fo-
cuses on the monitoring and preservation of starch content. There are two approaches by
which information on starch content from potatoes can be obtained: direct measurements
and indirect estimation.

Direct measurements take samples of potatoes and physically measure the starch con-
tent. Under water weight (UWW) is the most commonly used method for determining
starch content [125]. What is more, a near infrared approach is studied and is reported to
be accurate in measuring starch content [55]. Because the near infrared approach is not de-
structive to the samples, it is suitable for rapid, on-line measurements [114]. This approach
has great potential to be further developed into fully automatic measuring systems [17, 60].
In addition, it can also be used to estimate the harvest time for potatoes, by monitoring the
chemical composition in potato tubers [114].

Indirect methods obtain environmental information (e.g., temperature or humidity) to
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estimate the quality change of fresh products. This can be achieved by installing temper-
ature/humidity sensors in storages where potatoes are placed. Compared to direct mea-
surements, indirect methods are less accurate but very efficient if used properly. Quality
models are powerful tools to describe the way in which environmental factors affect chem-
ical changes in fresh products. These models are widely used in estimating the quality of
fresh food products [139]. For instance, kinetic models can be used to calculate the con-
version rate from starch to reducing sugar, given the temperature over time and the initial
quality [111].

As can be seen from the aforementioned literature, a number of approaches are avail-
able to measure or estimate quality of potatoes. With new technologies, opportunities are
enabled to improve supply chain operations with the consideration of products’ quality in-
formation. This chapter proposes to use the general framework discussed in Chapter 3, to
further investigate the case study of starch potato postharvest scheduling. Compared with
the initial case study, in this chapter, decisions made for both the plant operators and the
growers are considered. Two control strategies are developed to improve the overall starch
productivity and to cope with uncertainties with the consideration of real-time quality infor-
mation. One strategy is designed for a fully cooperative farm-plant structure and the other
for a partially cooperative structure. The proposed approaches could be implemented in a
decision support system for potato growers and starch production plants.

6.2 Dynamics of starch potato postharvest system

In this section, the dynamics of potatoes are discussed in a starch campaign using a quality-
aware modeling approach. This approach builds on the previous research, of which an initial
case study is carried out in Chapter 3. First, the discussion focuses on how quality infor-
mation can be estimated and acquired in a potato farm. Second, the considered scheduling
problem and assumptions are introduced. Then, a model is build to represent potatoes’ dy-
namics in a starch production campaign, with the consideration of both quality and logistic
features of potatoes.

6.2.1 Obtaining quality of starch potatoes

To obtain quality information, a technical framework is designed for monitoring potatoes
and the environment they are exposed to. Potatoes on each farm could be located at different
places. When potatoes are harvested, they are put in a pit or a barn, or directly transported
to the plant [150]. When potatoes are still in the fields, the starch content first rises and
then decreases [28]. In the literature, no model has been found that estimates and predicts
starch content in their growing stage. Therefore, the content of starch from them should be
directly measured, which requires constant operations by growers. After potatoes have been
harvested and put into storage in a pit or a barn, a quality model can be used to represent the
relationship between starch content and temperature in storage [111]. The quality change of
potatoes can be automatically estimated using the temperatures measured in storages.
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6.2.2 Problem statement and assumptions
Starch content in potatoes changes during the time of harvest and storage [28, 111]. Al-
though factors such as mechanical damage, humidity, and micro-organisms can also influ-
ence potatoes’ quality [75], this section focuses only on the effect of temperature on the
decreasing rate of starch content during storage [111].

The problem defined in this section is how real-time quality information can help make
decisions in a starch campaign and to cope with disturbances of environmental factors and
quality. Similar to the instance in Chapter 3, an area with a starch production plant and sev-
eral farms nearby is considered in this chapter. During a starch campaign, the plant takes a
limited number of potatoes from the growers each day for processing. The growers gather
potatoes in the field or in a barn, getting ready to send potatoes to the plant [150]. While
being stored, potatoes’ starch content may differ from farm to farm due to varying condi-
tions of farming and storage. Therefore, it is the question how to make decisions regarding
harvesting, storing, and transporting potatoes in order to have the maximum overall starch
production.

Some assumptions are considered in this research. First, sensing and communication
technologies are assumed ready to implement real-time estimating of potatoes’ starch con-
tent. Second, this chapter assumes that factors other than temperature have the same influ-
ence on potatoes from different farms, by which the kinetics model presented in [111] can
be used to estimate and predict starch content.

6.2.3 Description of system variables
In order to structure the scheduling design, this chapter adopts the general framework from
a system and control perspective. The system consists of all potatoes in the considered area.
The control strategies contain one or more controllers, which take in information of the state
of the system and make decisions accordingly. This section focuses on the modeling of the
system. The control strategies are presented in Section 6.4.

In order to apply the quality-aware modeling approach, potatoes on each farm are di-
vided and handled by units. Each unit of potatoes can fill up a truckload (5 tonnes), and is
moved as a minimal controllable entity as discussed in Chapter 3. The status of the system
consists of state variables of all units. Variables of each unit are twofold: the location of
the unit over time as logistic state variables, and average quality of potatoes in the unit as
biological state variables. The logistic variables consider units that physically go through
different phases in order to move from origins to destinations. The biological variables con-
sider the dynamics of quality of the units over time. These variables evolve over a discrete
time line, depending on decisions taken at each time step. Possible decisions are considered
at two levels: a starch plant operation level, where units are called by the plant and moved
from farms; and a farm operation level, where units are harvested and put into different
types of storages. The mathematical representations are explained in the following.

Logistic variables

The logistic variables of the units represent the places where the units are located. Con-
sider a set of farms F = {1, . . . , f , . . . ,F} and a starch plant. Fig. 6.2 shows an illustra-
tion with a plant and two farms. A unit of potatoes can be in one of several locations
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PlantFarm 1

Field (1)

Pit (2)

Barn (3)

Production 

(7)

Farm 2

Field (4)

Pit (5)

Barn (6)

Figure 6.2: Possible location (nodes) and transition (arcs) of each unit from different farms.

N = {1, . . . , i, . . . ,N}, including being in the field, being in a pit, being in a barn of different
farms, and being processed in the plant. Let M f be the number of units of potatoes on farm
f . Binary variable l f mi(k) represents whether unit m from farm f is at location i at time step
k:

l f mi(k) =

{
1, unit m is at location i of farm f at time step k;

0, otherwise.
(6.1)

Decisions made on the units include moving from one location to another, or staying at
a particular location for a time step. The possible movements of each unit between locations
can then be represented by a set of arcs E = {(1,1), . . . ,(i, j), . . .}, where (i, j) is a directed
arc from i to j. Together, the nodes and arcs form a directed graph G = {N ,E}. Binary
variable u f mi j(k) represents whether unit m from farm f is moved from i to j at time step
k (in which i = j is allowed, as it represents that unit stays at location i). The decision of
taking action u f mi j(k) is made at time step k, and results in a new location for unit m at time
step k+1. The logistic variable u f mi j(k) therefore is defined as follows:

u f mi j(k) =

{
1, unit m moves from i towards j at the end of time step k;

0, otherwise.
(6.2)

To give an example using Fig. 6.2, unit 1 is from farm 1. At time step 1, it is located in
the field (node 1). Therefore, l111(1) = 1. Then farm 1 receives the call from the plant,
and moves unit 1 to the plant for production after time step 1, which is represented by
u1117(1) = 1. This leads to the fact that unit 1 is at node 7 at time step 2, represented by
l117(2) = 1.

Logistics conditions of potatoes may affect the environment that potatoes are exposed to.
Decisions of moving units to different locations may result in new environmental conditions.
The following section discusses how different environmental conditions may affect quality
of starch potatoes.

Biological variables

After potatoes have been transported to a starch production plant and have been processed
into dry starch, the quality stops changing. But before that, quality of stored potatoes follow
the so-called first-order kinetics. Consider the change rate of starch content at location i,
time step k as ρi(k) in a unit of potatoes, denoting the remaining percentage of starch; and
represent the average quality of the potatoes in unit m from farm f at time step k as q f m(k).
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Therefore, the quality of unit m from farm f at location i time step k+1 is given by:

q f m(k+1) = q f m(k)ρ f i(k). (6.3)

In food engineering, kinetic models (discussed in Chapter 2) are widely used to describe
temperature-related chemical reactions and quality parameters in food [139]. In stored pota-
toes, starch is transforming into sugar. Previous research has shown that the rate of this
transformation can be described using a first-order kinetic model [111]:

dA(t)
dt

=−rA(t), (6.4)

where A(t) is the starch concentration at time t, r is the temperature-dependent rate of starch
decomposing. In the case of starch in potatoes, ri(k) represents the decreasing rate of starch
of storage i at time step k [111]. This reaction happens more rapidly when the temperature
is lower. According to Arrhenius’ law [139], this temperature dependent relation is:

ln
r
r0

=
Ea

RT
, (6.5)

where r0 = 8.75×10−9 is a pre-exponential factor, Ea = 34.2kJ/mol the activation energy,
R = 8.314J/mol°K the gas constant, T the absolute temperature. Note that the term on the
right-hand-side of (6.5) can also be negative in other cases when a raising of temperature
increases the reaction rate. For potato starch, although a higher temperature makes sprouting
more likely to happen [111], it slows down the decreasing of starch.

Since a discrete-time kinetic model is used in this chapter, let τ be an equally divided
time interval between two adjacent time steps, and represent reaction rate r as function of
time. The kinetic model can then be represented as the following discrete model:

A(k+1) = A(k)e−r(k)τ. (6.6)

When considering the quality evolution of units at location i, define ρi(k) = e−ri(k)τ as the
rate of decomposition of starch, following the first-order kinetic model. When stored, the
rate of decreasing starch ρi can then be described as a function of location dependent tem-
perature Ti as:

ρi(Ti) = exp
(
−r0τexp(

Ea

RTi
)

)
. (6.7)

6.2.4 Dynamics and constraints of the system

Based on the variables introduced above, this section formalizes the dynamics and con-
straints of the units in the farm-plant system.

System dynamics

Let x(k) be the vector for all the state variables of the system at time step k. As men-
tioned above, the state variables consist of a logistic part and a biological part. Let l(k) =
[l111(k), . . . , l f mi(k), . . . ]T be the logistic part, i.e., the vector for all the location variables of
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the system at time step k; let q(k) = [q11(k), . . . ,q f m(k), . . . ]T be the biological part, i.e.,
the vector for all the quality variables of the units in the system at time step k; then define
x(k) = [l(k)T,q(k)T]T.

Let u(k) = [u1111(k), . . . ,u f mi j(k), . . . ]T be the vector for all the decision variables of the
system at time step k. The evolution of the locations of all units can then be represented as
follows:

l(k+1) = l(k)+Ku(k). (6.8)

where K is an FMN×FME matrix determined by the topology of the graph G = {N ,E}.
The approach to get K from G is given in the last part of this section:“Evolution of system
location states”.

The quality evolution of unit m of farm f from time step k to k+ 1 can be represented
by:

q f m(k+1) = q f m(k) ∑
i∈N

ρ f i(k)l f mi(k). (6.9)

Let d(k) = [ρ11(k), . . . ,ρ f i(k), . . . ]T be the vector for the deterioration rates at all loca-
tions at time step k. Then the evolution of the quality states of all units can be represented
by:

q(k+1) = P(k)q(k), (6.10)

where

P(k) = diag

(
∑

i∈L1

ρ f i(k)l11i(k), . . . , ∑
i∈LF

ρ f i(k)lFMi(k)

)
(6.11)

= diag
(
dT

1 (k)l11(k), . . . ,dT
f (k)l f m(k), . . . ,dT

F(k)lFM(k)
)
, (6.12)

and
d f (k) = [ρ f 1(k), . . . ,ρ f i(k), . . . ,ρ f N(k)]. (6.13)

Therefore, both biological and logistic aspects can be described simultaneously as the evo-
lution of the system as follows:

x(k+1) = g [x(k),u(k),d(k)] (6.14)

Constraints of the system

For mathematical modeling, constraints regarding the network topology assure that the
model adequately represents the transport dynamics. Several physical constraints also need
to be considered: the plant can only process a certain amount of potatoes per day; the
amount of potatoes stored in a barn is limited by the capacity of the barn; the speed of
harvesting potatoes from the field depends on the amount of labor available on that farm.

Network topology On each day the growers can relocate potatoes from fields to ware-
houses or to the plant. The following constraint represents that each unit can only appear at
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one location at each time step:

∑
i∈N

l f mi(k) = 1, ∀ f ∈ F ,m ∈M ,k ∈ {1,2, . . .}. (6.15)

Let P ( j) be the collection of predecessors of a location j (i.e., the collection of all the nodes
that are connected to node j by a directed arc pointing to j) and let S(i) be the collection of
successors of a location i (i.e., the collection of all the nodes that are connected to node i by
a directed arc pointing from i). Then the following two constraints represent that each unit
of potatoes can either travel through the directed connection or stay at its location:

∑
i∈P ( j)∪{ j}

u f mi j(k) = l f m j(k),∀ f ∈ F ,m ∈M , j ∈N ,k ∈ {1,2, . . .}, (6.16)

∑
j∈S(i)∪{i}

u f mi j(k+1) = l f mi(k),∀ f ∈ F ,m ∈M , i ∈N ,k ∈ {1,2, . . .}. (6.17)

Storage capacity The constraint on storage capacity represents that the amount of pota-
toes stored in storages cannot exceed the capacity of the storages. Let Cs

f i(k) be the capacity
of location i, farm f , at time step k, the constraint for storage capacity is then represented as
follows:

∑
m∈M

l f mi(k)≤Cs
f i(k), ∀ f ∈ F , i ∈N ,k ∈ {1,2, . . .}. (6.18)

Labor availability The constraint on labor availability represents that during each time
period, the amount of potatoes being harvested and moved from the ground to be stored or
to the plant are limited for each farm. Let o be the location of fields at each farm, and Cl

f (k)
be the maximum number of units that can be harvested on farm f at time step k:

∑
m∈M

∑
j∈S(o)

u f mo j(k)≤Cl
f (k),∀ f ∈ F ,k ∈ {1,2, . . .}. (6.19)

Capacity of processing facility The constraint on processing capacity limits the amount
of potatoes that can be processed by the plant at each time step. Let the plant in the network
be denoted as d ∈ N , and let i ∈ P(d) denote a location i that is connected to the plant by
a directed arc (i,d). Let Cp(k) be the processing capacity of time step k, the processing
facility has the following constraint:

∑
m∈M

∑
f∈F

∑
i∈P(d)

u f mid(k)≤Cp(k),∀k ∈ {1,2, . . .}. (6.20)

In summary, the system dynamics of the model include (6.8), (6.10), and (6.14). Constraints
of the system are (6.15)–(6.20).

Evolution of system location states

This part explains how logistic decisions affect the states of the system. The evolution of
location (6.8) represents how each unit moves from one location to another. The matrix K
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is related to the locations and possible movements between locations. It applies decisions
to the current locations, resulting in the locations at the next time step. Divide l(k) and u(k)
into FM blocks:

l(k) = [lT11(k), . . . , l
T
f m(k), . . . l

T
FM(k)]T (6.21)

u(k) = [uT
11(k), . . . ,u

T
f m(k), . . .u

T
FM(k)]T, (6.22)

where l f m(k) and u f m(k) have the length of N and E, respectively. Substitute l(k) and u(k)
in (6.8): 

l11(k+1)
...

l f m(k+1)
...

lFM(k+1)

=



l11(k)
...

l f m(k)
...

lFM(k)

+K



u11(k)
...

u f m(k)
...

uFM(k)

 . (6.23)

Matrix K can then also be divided into blocks:

K = diag(K11, . . . ,K f m, . . . ,KFM). (6.24)

Then K can be derived from K f m, which represents the relations between l f m(k), l f m(k+1),
and u f m(k):

l f m(k+1) = l f m(k)+K f mu f m(k), (6.25)

where K f m is an N×E matrix determined by graph G . Since the constraints (6.15) – (6.17)
are considered, every of the sums of all elements in l f m(k+ 1), l f m(k), and u f m(k) should
be one. Then, separate K f m into two parts:

l f m(k+1) = K+
f mu f m(k), (6.26)

l f m(k) = K−f mu f m(k). (6.27)

Therefore, K f m = K+
f m−K−f m.

Let TPG be an N×N matrix that represents the topology of the graph G = {N ,E}.
Each element T Pi j in the matrix TPG is binary and determined by the following rule:

T Pi j =

{
1, (i, j) ∈ E ;

0, otherwise.
(6.28)

Then E is determined by the number of ones in matrix TPG . The process of getting K+
f m

and K−f m from TPG is listed in the Alg. 6.1 and Alg. 6.2.

6.3 Scheduling with quality information using model pre-
dictive control

The cooperation between farms and starch processing plants can take different forms. In
this chapter, two types of cooperations are considered. To coordinate actions among the



68 6 Starch production scheduling

Algorithm 6.1 Getting K+
f m from TPG

1: n← 1, K+
f m← 0

2: for i=1 to N do
3: for j=1 to N do
4: if T Pi j = 1 then
5: The element on the n-th column and i-th row of K+

f m gets value 1.
6: n← n+1
7: end if
8: end for
9: end for

Algorithm 6.2 Getting K−f m from TPG

1: n← 1, K−f m← 0
2: for i=1 to N do
3: for j=1 to N do
4: if T Pi j = 1 then
5: The element on the n-th column and j-th row of K−f m gets value 1.
6: n← n+1
7: end if
8: end for
9: end for

two types of players, namely plant operators and growers, two coordination strategies are
proposed. A centralized strategy can be used in a fully cooperative scenario, where growers
agree to share all the information of their farms with the processing plant and to accept
its instructions on farm operations. In this strategy, one controller is used to schedule the
movements of all potatoes in every considered farm (as shown in Fig. 6.3) in a centralized
way. A distributed strategy can be used in a partially cooperative scenario (as shown in
Fig. 6.4). In the distributed strategy, growers share part of the information to the processing
plant and can make decisions at the farm level. The distributed strategy considers one farm
controller for each farm, and one plant controller for the plant. In this distributed control
architecture, the plant controller communicates with every farm controller. To assess the
performance of these control strategies, a traditional approach is added to the experiments.
The traditional approach is to call farms according to a fixed sequence and does not make
any adjustments once the plan is made.

Both control strategies adopt the model predictive control strategy, as introduced in
Chapter 4, and decisions are made at each time step over a prediction horizon of Np steps,
based on predicted information and system dynamics over the same horizon. The MPC
approach makes decisions using the latest information, with the expectation that the effec-
tiveness of scheduling in changing environments can be enhanced.
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Centralized 
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Farm-plant system

Farm 1 Farm 2 Farm n
...
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Figure 6.3: Centralized control architecture. Solid lines represent the flows of potatoes, and
dashed lines represent the flows of information.

6.3.1 Centralized control strategy

In the centralized control architecture, one controller gathers information from the complete
system and makes decisions on the movements of units as shown in Fig. 6.3. The controller
predicts the quality of potatoes in future days based on weather forecasts. Then it makes
decisions on the movements of units of each farm over the whole scheduling horizon. A
centralized controller needs to know all the information of the system, including the location
and quality of each unit on each farm. It requires every piece of detail in order to determine
an optimal plan.

At time step k, the controller evaluates the total amount of starch left in the whole
system from the next time step k+1 until the end of the prediction horizon Np. For this, it
maximizes the following objective function:

J = ∑
f∈F

∑
m∈M

q f m(k)
Np

∏
τ=k+1

∑
i∈N

l f mi(τ)ρ f i(τ), (6.29)

subject to constraints (6.8), (6.10), (6.14), and (6.15)–(6.20). In this objective function,
the quality of each unit after the final movements is calculated considering all the possible
locations l f mi and all the relating deterioration rates ρ f i. The summation is the total amount
of starch in the system including potatoes that have already been processed, at the end of the
prediction horizon. Note that the prediction horizon Np should not exceed the scheduling
horizon Ns.

The algorithm used by the centralized controller is listed in Alg. 6.3. This strategy re-
quires the information flows to be unrestricted, which is under the assumption that the grow-
ers are willing to share all their information. If the growers do not accept a fully cooperative
strategy, the lack of communication can make it infeasible for a centralized controller to do
all the scheduling by itself. A distributed control strategy that does not require all informa-
tion in a single controller is then required.
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Algorithm 6.3 Centralized control algorithm at time step k

1: Predict deterioration rate d(τ) for the coming Np time steps using kinetic model and
temperature forecasts Tf i,τ(k) on time step k, where τ ∈ {k, . . . ,k+Np−1}.

2: Maximize J in (6.29) by solving the optimization problem with the constraints (6.8)–
(6.19) to determine u(τ), where τ ∈ {k, . . . ,k+Np−1}.

3: Implement to the system the decisions for upcoming time step u(k).

Distributed control architecture

Farm-plant system

Farm 1 Farm 2 Farm n
...

Plant 

Controller

Plant

Farm 

Controller n

Farm 

Controller 2

Farm 

Controller 1

...

Figure 6.4: Distributed control architecture. Solid lines represent the flows of potatoes, and
dashed lines represent the flows of information.

6.3.2 Distributed control strategy

In the distributed control architecture, as shown in Fig. 6.4, each farm and the plant is man-
aged by a controller. A farm controller measures the situation of the farm, communicates
with the plant controller and makes decisions on farm operations. The plant controller
gathers information from all the farm controllers and inform farm controllers regarding the
amount of potatoes to be transported from each farm to the plant. In this strategy, both
types of controllers use model predictive control, with a prediction horizon of Np that can
be smaller than scheduling horizon Ns. In the following, the plant controller and the farm
controllers are discussed in detail, and the algorithms are listed to demonstrate how the two
types of controllers coordinate their decisions.

Plant controller

The plant controller interacts with all farm controllers at each time step. From each farm,
the plant controller receives the information on the average quality of potatoes, number of
units that are available, and how much labor for each farm at each time step. This is to
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Algorithm 6.4 Plant control strategy at time step k in the distributed architecture

1: Request the information on average predicted quality qa
f (τ), potatoes remained in the

field ∑m∈M l f mo(τ), and available labor on each farm ∑
τ

τ̄=k Cl
f (τ̄), where f ∈ F and

τ ∈ {k, . . . ,k+Np−1}
2: Decide on y f (k) for each farm by solving the MILP problem in (6.30), with constraints

(6.31) and (6.32), where f ∈ F and τ ∈ {k, . . . ,k+Np−1}
3: Deliver the call over the prediction horizon Np to farm controllers

ensure that it will not make demands that farms cannot fulfill. Then the plant controller
maximizes the starch yield over the upcoming Np time steps, by deciding on the number of
units that each farm should send to the plant for processing. Let qa

f (k) be the average quality
of potatoes in farm f at time step k, and let y f (k) denote the decision on the number of units
in farm f that should be sent to the plant at time step k. The plant controller can then make
the decisions by solving the following optimization problem:

maxJ = ∑
f∈F

k+Np−1

∑
τ=k

y f (τ)qa
f (τ), (6.30)

subject to:

∑
f∈F

y f (τ)≤Cp(τ), ∀τ ∈ {k, . . . ,k+Np−1}, (6.31)

τ

∑
τ′=k

y f (τ
′)≤

τ

∑
τ′=k

CQ
f (τ
′), ∀ f ∈ F ,τ ∈ {k, . . . ,k+Np−1}, (6.32)

where the objective for the plant is to maximize the estimated starch production over the
horizon of Np steps. For each time step within the horizon, the maximum amount of potatoes
that the plant can accept from the farms in F is CP(τ), which limits the daily total demand
that the plant can request from the farms as shown in (6.31). For each farm, the request from
the plant should be no more than what the farm has, as shown in (6.32), in which CQ

f (k) is
the number of units that farm f can provide at time step k. This value is calculated by farm
controllers for each of the farms, as detailed below, and is then sent to the plant controller.

Farm controller

At each time step, farm controllers supply information on average quality of the potatoes
and number of available units in the farm to the plant controller. Based on that, the plant
controller can make decisions to maximize the overall starch production by determining the
number of units that should be moved from each farm to the plant at every future steps.
After being informed about the decisions, farm controllers then decide on which specific
units should be moved within their own farms to fulfill the requests from the plant.

The average quality of units on farm f at time step τ ∈ {k, . . . ,k+Np−1} is calculated
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Algorithm 6.5 Farm f control strategy at time step k in the distributed architecture

1: Predict deterioration rate ρ f i(τ) and average quality of all the available units on the farm
qa

f (τ) for the upcoming Np−1 steps according to temperature forecasts from time step
k, τ ∈ {k, . . . ,k+Np−1}.

2: Calculate number of available units CQ
f (τ) using (6.34)–(6.36).

3: The information regarding quality and availability of potatoes is then sent to the plant
controller.

4: Stand by until the plant controller returns a call to the farm controller.
5: Compute the movements for the upcoming Np steps, by solving the optimization prob-

lem with (6.37) the objective function, and subject to (6.38)–(6.43).
6: Implement the decisions u f (k) for the upcoming time step.

by the farm controller before the information is sent to the plant controller as follows:

qa
f (τ) =


∑m∈M ∑i∈N ,i6=d q f m(τ)l f mi(τ)

∑i∈N ,i 6=d l f mi(τ)
, ∑

i∈N ,i 6=d

l f mi(τ) 6= 0,

0, ∑
i∈N ,i 6=d

l f mi(τ) = 0.
(6.33)

As discussed above, CQ
f (τ) is the number of units that farm f can provide at time step τ.

Two aspects determine this parameter: how many units farm f has at time step τ (denoted
as CS

f (τ)), and how many units have already been, or can be harvested (CH
f (τ)). The number

of available units is the smaller one of the two variables:

CS
f (τ) = ∑

m∈M
∑

i∈N
l f mi(τ)− ∑

m∈M
l f md(τ), (6.34)

CH
f (τ) = ∑

m∈M
∑

i∈N
l f mi(τ)− ∑

m∈M

(
l f mo(τ)+ l f md(τ)

)
+Cl

f (τ), (6.35)

CQ
f (τ) = min

(
CS

f (τ),C
H
f (τ)

)
. (6.36)

After a call plan has been generated, the plant controller informs every farm controller about
the requests of the number of units requested by the plant. Each farm controller then starts
to make decisions on how to organize the activities for each farm to fulfill the demand from
the plant, with the aim of maximizing the starch content of units produced by the farm at
the end of the prediction horizon:

maxJ = ∑
m∈M

q f m(k)
k+Np−1

∏
τ=k

∑
i∈N

l f mi(τ)ρ f i(τ), (6.37)

subject to for τ ∈ {k, . . . ,k+Np−1},

∑
i∈N

l f mi(τ) = 1,∀m ∈M , (6.38)



6.3 Scheduling with quality information using model predictive control 73

Algorithm 6.6 Traditional approach for the plant to make calls on farms at time step k

1: f ← 1
2: while f ≤ F do
3: The plant enquires farm f whether they have potatoes available for turning in.
4: if Yes then
5: The plant takes potatoes from farm f .
6: else
7: if No then
8: f ← f +1
9: end if

10: end if
11: end while

∑
i∈P( j)∪{ j}

u f mi j(τ) = l f m j(τ),∀m ∈M , j ∈N , (6.39)

∑
j∈S(i)∪{i}

u f mi j(τ+1) = l f mi(τ),∀m ∈M , i ∈N , (6.40)

∑
m∈M

l f mi(τ)≤Cs
f i(τ),∀i ∈N , (6.41)

∑
m∈M

∑
j∈S(o)

u f mo j(τ)≤Cl
f (τ), (6.42)

∑
m∈M

∑
i∈P(d)

l f mi(τ) = y f (τ). (6.43)

Similar to the centralized strategy, the farm controllers are subject to constraints (6.38)–
(6.43). Constraints (6.38), (6.39), and (6.40) ensure that the movements of units follow the
topology of the network. Constraint (6.41) limits the number of units stored in locations with
capacities. Constraint (6.42) limits the number of units harvested each time step by growers
due to the availability of labor. Constraint (6.43) indicates that the call from the plant has to
be fulfilled by each farm controller. Note that the capacity of the plant is not considered as
a constraint for the farm controllers, since in the distributed control architecture, the plant
controller already makes calls considering this limit. The algorithm for each farm controller
in the distributed control architecture is listed in Alg. 6.5. The actions taken at each time
step by the controllers of the plant and the farms and the interactions among them are shown
in Fig. 6.5.

6.3.3 Traditional approach

Apart from the two proposed control strategies, for comparison, a currently used approach is
also considered. In this approach, growers agree upon a certain sequence of moving potatoes
within the farms and to the plant, regardless of the upcoming weather conditions. Without
loss of generosity, consider a sequence that gives priority to farm 1, as long as it has enough
potatoes harvested and ready to be transported. If farm 1 does not have potatoes ready for
transport, the opportunity moves to the next farm. This calling sequence is illustrated in
Alg. 6.6. In addition, each of the farms operates to harvest potatoes as fast as possible and
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Figure 6.5: Actions taken by the two types of controllers in a distributed control strategy at
each time step k.
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responds to calls from the plant.

6.4 Simulation experiments
This section presents simulation experiments in order to evaluate the effectiveness of the
proposed scheduling methods. Scenarios with different environmental conditions are con-
sidered. The performance of the strategies in different weather conditions are also com-
pared.

The experiments are carried out on a desktop with Intel(R) Xeon(R) E5-1620 3.70 GHz
CPU and 32 GB RAM, using Matlab 2014b. For the centralized control strategy, the con-
troller solves the optimization problems using SCIP (v3.2.0) [2], a mixed integer non-linear
programming (MINLP) solver provided by Opti toolbox (v2.21) [30]. For the distributed
control strategy, the plant controller solves its optimization problems using the mixed in-
teger linear programming (MILP) solver provided by Matlab in the optimization toolbox.
The farm controllers solve their MINLP optimization problems using SCIP.

6.4.1 Scenario description
We set up several scenarios to evaluate our control strategies. Parameters of the system and
the controllers are introduced. Different environmental conditions are simulated in order to
evaluate the performance of the proposed control strategies.

System parameters

Table 6.1 shows the system parameters used in the experiments. To distinguish differences
in temperature and labor availability, consider 12 hours as the time interval for decision
making. Then, each day consists of two time steps: one time step in the morning, the other
in the evening. Potatoes can be transported from the farms to the plant at each time step. The
plant runs all the time but can only accept one unit of potatoes from these farms per 12 hours
(Cp=1). Harvest only takes place during day time due to the labor availability. Each barn
has the capacity of storing one unit of potatoes. A system with three farms and three units of
potatoes on each farm is considered. We assume that potatoes in the ground follow a fixed
deterioration rate. Meanwhile, the reduction of starch content in stored potatoes follows the
first-order kinetics, described by equation (6.4) and (6.5). When potatoes are transported to
the plant, they are processed and thus are no longer perishable. The temperature that affects
the quality of stored potatoes are considered as out-door temperature T Out(k) and in-door
temperature T In(k). The actual out-door temperature being used in the simulation is shown
in the table. The prediction of out-door temperature T Out

k+τ
(k), from the forecast on time step

k for time step k+ τ follows a normal distribution. The in-door temperature T In is different
from the out-door temperature by a difference of T Diff, which is also chosen from a normal
distribution.

To assess the potential of the proposed strategies when it comes to handling environ-
mental disturbances, a scenario with an extreme environmental condition is included, in
which potatoes can suffer from loss of starch. This can happen due to unwanted weather
conditions (e.g., low temperature or frost). Being aware of such conditions in the upcoming
days, a decision support system can update decisions to avoid such loss as much as possible.
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Table 6.1: Parameters of the system

Parameter Value
Cp 1
Cl

f Day: 1, Night: 0
Cs

f 1 (when i = barn), ∞ (otherwise)
ρ f i,k(k+ τ) 0.95 (i = o), follows kinetic model (i = pit or barn), 1 (i = d)
F 3
M f 3
q f m(1) in % (q11(1), . . . ,q21(1), . . . ,q33(1)) = (12,13,14,15,16,17,14,15,16)
T Out T Out

k+τ
(k)∼ N(T Out

k+τ
(k+ τ),0.02τ)

T In T Out +T Diff, T Diff ∼ N(1,0.2)

Unwanted weather conditions can take on many forms and can affect potatoes in different
storage conditions. This chapter assumes that a bad weather condition occurs on time step
7 of the simulation experiment. This information becomes known from time step 3. The
impact of this weather condition is that all potatoes stored in pits will suffer from a starch
loss of 50%:

ρ f 2,7(k) = 0.5,k ∈ [3,7], f ∈ F . (6.44)

Note that this percentage is not based on any prediction models, rather, it is manually cho-
sen. However, it shows that the controllers can react accordingly through re-scheduling
based on the predictive information to let potatoes avoid being affected by the weather con-
dition.

Controller parameters

Parameters regarding control strategies include the length of the simulation horizon, length
of the prediction horizon, and features regarding the graph. The length of the simulation
horizon is 21 time steps, i.e., Ns = 21 and the prediction horizon Np = 10.

In the centralized control strategy, on each farm there are three locations: field, pit, and
barn. So together with the plant, the total number of locations in the graph G is N = 3F +1.

In the distributed control strategy, each controller considers operations on one farm, in
which there are 4 possible locations for each unit: field, pit, barn, and the plant. Therefore,
for each farm controller, G contains N = 4 nodes.

6.4.2 Results and discussion

We compare the performance of the three approaches, i.e., the traditional, the centralized,
and the distributed strategy. The experiments are carried out with a normal weather scenario,
and with a scenario with the bad weather condition, respectively. Fig. 6.6 and Fig. 6.7 show
the total amount of remaining starch, including the starch left in potatoes and the starch that
has already been processed by the plant. Table 6.2 shows the computation time required to
solve the problem and the amount of starch recovered using different approaches.
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Figure 6.6: Normal weather scenario.
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Figure 6.7: Bad weather scenario.

Table 6.2: Computation time and recovered starch of the three approaches in the normal
weather scenario and the bad weather scenario

Control strategy Computation time Recovered starch (tonnes)
(hh:mm:ss) Normal weather Bad weather

Centralized strategy 01:48:34 5.4644 5.4638
Distributed strategy 00:00:05 5.4600 5.3685

Basic approach - 5.3763 4.8256

Quality of solutions

In the normal weather scenario, the centralized strategy has a gain of 1.64% and the dis-
tributed strategy has a gain of 1.56% compared to the traditional approach. The centralized
strategy has a slightly higher starch production than the distributed strategy. The perfor-
mance of the traditional approach was also very close to the two control strategies. In the
bad weather scenario, the gap between the two control strategies become larger. While the
traditional approach was heavily affected by the weather condition, the centralized and dis-
tributed strategies show the capability in coping with the upcoming change. The centralized
strategy, with a gain of 13.23%, is more capable to cope with major changes in environ-
mental conditions than the distributed strategy, which has a gain of 11.25% compared to the
traditional approach.

The traditional approach uses a fixed scheduling plan that does not change throughout
the starch campaign. The two control strategies could both benefit from real-time quality
information by means of MPC. As a result, they yield higher starch production than the
traditional approach, especially in the bad weather scenario. This illustrates the value of
real-time and predicted quality information when making decisions in the starch campaign.
A scheduling strategy considering this information could support growers and plant opera-
tors to respond to possible changes of environmental disturbances and quality changes.

Complexity of the problem and computation time

Although the centralized strategy performs better than the distributed one in both scenarios,
at each time step, it takes the centralized strategy a much longer timeto solve the centralized
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optimization problem. To solve a 3-farm problem, the centralized strategy takes 1 hour 48
minutes while the distributed strategy takes only 5 seconds.

The advantage of the centralized strategy is that it has all the information of each farm
and can find better solutions than distributed strategy, especially when disturbances occur.
However, the computation time required by the centralized strategy can drastically expand
because the size of the optimization problem grows exponentially. Therefore, the central-
ized strategy can be used in smaller businesses with fewer farms included.

On the other hand, although the distributed strategy divides the problem into smaller
subproblems, it can still find solutions that are close to the solution of the centralized strat-
egy. Moreover, the time for the distributed control strategy does not increase significantly
if the number of farms increases. Note that in the simulations, the distributed controllers
operate one after another, while in the real world they can carry out computation in par-
allel, which suggests that even less time would be needed for computation. As a result,
the distributed strategy suits larger settings where more farms are to be considered in the
scheduling.

Nevertheless, if more units of potatoes are considered in each farm (which happens if
there are more potatoes in one farm, or if fewer potatoes are considered as a unit), the
complexity of the problem does increase even in the distributed strategy, because each farm
controller makes decisions for more units. In that case, it is necessary to consider relatively
good solutions instead of exact solutions by including heuristics solving methods.

Impact of disturbances environmental conditions

The awareness of the potential quality change can affect decisions made by predictive con-
trollers. From Fig. 6.7 it can be observed that the performance of the traditional approach
suffers from a drastic drop from time steps 7 and 8. Apparently, the traditional operational
procedure causes some potatoes being affected by the bad weather in this scenario. On the
other hand, this fall is not seen from either in centralized or distributed control strategy.
Still, controllers have to come up with alternative plans when they are aware of the weather
condition in the upcoming days. Analysis is then made about the performance of the two
control strategies when zooming in to one of the farms.

Fig. 6.8 and Fig. 6.9 show the plans and the actual movements of units on farm 1 under
different weather condition generated by the centralized and the distributed control strate-
gies. In Fig. 6.8(a) and Fig. 6.8(b), the centralized control strategy is used in normal and
bad weather condition. While in Fig. 6.9(a) and Fig. 6.9(b), the distributed control strategy
is used in normal and bad weather condition, respectively. In each figure there are two sub-
figures, for the normal and the bad weather condition, respectively. In each sub-figure there
are three charts, showing actual movements (red solid lines) as well as the updated plans
(blue dashed lines) at time steps 2, 3, and 4. Units in the farm are marked with different
markers on the plots. The horizontal axis is the time steps, while the vertical axis represents
the locations of units (1, in the field; 2, in the pit; 3, in the barn; 4, in the plant).

In Fig. 6.8(a) and Fig. 6.8(b), when k = 2 the centralized controller gives the same plan,
since it is not yet aware of the upcoming bad weather condition. One unit will be staying in
the field (location 2) time step 7. The plan change happens at time step 3 in the bad weather
condition, at which the centralized controller forces this unit to leave location 2 before time
step 7. Similarly, when the distributed control strategy is applied in these two scenarios, the
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Figure 6.8: Actual movements (solid lines) and plans (dashed lines) produced by the cen-
tralized strategy
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Figure 6.9: Actual movements (solid lines) and plans (dashed lines) produced by the dis-
tributed strategy

plans are the same before the bad weather can be detected. Two units will enter location 2
at time steps 4 and 6, and will stay till time steps 8 and 9, as planed from time step 2, as can
be seen from Fig. 6.9(b). However, after time step 3, the bad weather condition becomes
known, and the controllers manage to prevent potatoes from entering location 2, so that they
will not be affected by this condition.

From the results of the different control architectures in different scenarios, the effective-
ness of applying model predictive control strategy can be seen. When future disturbances
become predictable, such as a change of weather, the model predictive control strategy has
the ability to deal with disturbances by updating the plan for upcoming time steps.
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6.5 Conclusions
This chapter focuses on a starch potato scheduling problem for starch production. Ap-
proaches to acquire real-time information are discussed. To answer the Research Question
5, a quality-aware modeling approach is applied to effectively describe the operation with
quality considered. A centralized control and a distributed control strategy are designed tak-
ing into account different growers’ willingness to share information. The modeling method
and the proposed control strategies are tested using simulation experiments. The results
illustrate that the proposed methods can increase starch production and have a better re-
sponse to disturbances compared to the traditional method. In particular, the different con-
trol strategies work well in different situations. The centralized strategy suits smaller scale,
cooperative supply chains with fewer farms, having a 1.64% gain and a 13.23% gain com-
pared to the traditional approach in normal and unexpected weather conditions, respectively.
The distributed strategy has improved the starch production by 1.56% and 11.25% in nor-
mal and unexpected weather conditions. Although disturbances may cause less production
compared to the centralized strategy, the distributed strategy works well with more farms
and allows more autonomy for growers in their decision making.

This chapter presents the basis for the control strategies that can be implemented in
quality-aware scheduling for potato starch campaigns. The modeling approach and control
strategies could also be used for other kinds of agricultural products. The next chapter
discusses another commodity’s supply chain where the quality dynamics is different and
participants of logistic activities do not share the same interest relationships.



Chapter 7

Cut rose logistics

The proposed general framework has shown its potential at the supply side in a scenario of
starch potato postharvest in Chapter 6. This chapter focuses on the consumption side, with a
specific application domain in a cut rose supply chain. The commodity, the business mode,
and its supply chains have different features in both biological and logistic dynamics and
thus the general framework needs to be further extended to adapt to this application.

This chapter is organized as follows: Section 7.1 gives background information regard-
ing cut rose supply chains. Section 7.2 defines the scope and objective of the study. Section
7.3 presents the formulation of the quality-aware model for the cut rose supply chain. A
distributed model predictive control strategy is developed in Section 7.4 for several supply
chain players. Section 7.5 concludes the chapter.

Parts of this chapter have been published in [94].

7.1 Introduction
Cut flowers and foliage are some of the most traded commodities in the world. In the
year 2014 alone, the amount of these perishable goods imported to Europe from developing
countries is worth almost e1.2 billion according to the Centre for the Promotion of Imports
from developing countries [21]. The Netherlands is the largest cut flower trader in Europe,
with an annual total value of e2.9 billion exported to other countries.

A typical international cut flower supply chain consists of growers, forwarders, im-
porters, retailers, and customers. In the Netherlands, Royal FloraHolland, the Dutch auction
house, is the main hub for cut flower trades. In 2016, the turnover of cut roses for instance,
had a value of e746 millions, making it largest part of the cut flower trade in [117].

Cut roses are highly perishable and vulnerable to high temperatures. Efficiencies of
the supply chain are often affected by uncertainties from the weather-dependent perishing
nature, as well as from the dynamics of supply and demand [143]. The nature of this fragile
product, the fast moving feature of the supply chain, and the complexity of supply-demand
interactions create the need for close coordination among different parties within the supply
chain.

The transport of cut roses is a race against time due to their perishing nature. In [141], it
is pointed out that temperature is one of the most important factors in rose quality control,

81
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and that modeling temperature and quality relations is beneficial for rose supply chains.
Tromp et al. [136] have examined two different models for rose quality prediction, namely,
a kinetic model and a time-temperature model. Through analysis of experiments, they prove
that the time-temperature model has practical value in predicting the remaining vase life of
roses during transport and storage. To implement this model in rose supply chain optimiza-
tion and coordination, temperature is the key indicator that needs to be monitored alone
with roses during transport. Since this information can be made available in real-time by
the advancing sensor and communication technologies (see, e.g.,[1]), this chapter focuses
on how real-time quality information can be used to increase the effectiveness of supply
chain activities and reduce cost and spoilage.

7.1.1 Research background

Limited research addresses logistic scheduling in a rose supply network with the consider-
ation of the decreasing quality of fresh products. Verdouw et al. [144] make an initial step
regarding this topic by designing a conceptual framework for the Dutch horticultural supply
chain virtualization. The paper proposes that by means of Internet of Things technology,
a dynamic, connected, intelligent, and quality controlled supply chain can be realized. De
Keizer et al. [35] perform a quantitative study by designing a network for flower distribution.
A network flow model is applied to represent the amount of flowers being transported from
auctions to wholesalers and finally to retailers. Quality aspects are considered with index
of time-temperature summation attached to nodes (locations) and arcs (transportations) in
the network model. As discussed in Chapter 2, network flow models do not consider qual-
ity attributes and logistic attributes as independent features, and thus do not have adequate
capacity to consider quality of cut flowers.

Chapter 3 and 4 proposes that the general framework can make the information of de-
mand and quality more beneficial. A combination of quality-aware models and MPC is
used to schedule logistic activities in Chapter 6. The quality-aware model is developed to
represent the logistic activities and quality change when commodities are going through
during their life cycle. The MPC strategy is applied to assist supply chain participants re-
garding decisions on postharvest, distribution, or inventory control, with the consideration
of possible disturbances of quality or environmental factors.

Being different from the previous case study in Chapter 6, this chapter focuses on the
demand part, i.e., the part of the supply chain after the auction house, including wholesalers,
florists, and customers. In today’s business mode, a common practice of florists and whole-
salers is to maintain a certain stock of roses. However, in this business mode, uncertainties
of demand and degradation rate often leads to demand not responded to or spoilage. To
reduce the unmet demand and spoilage, a different business mode is considered in which
customers can subscribe to florists to have continuous fresh roses supply. When a bou-
quet at a customer is not fresh any more, another fresh bouquet is supplied to the customer.
Meanwhile, with the quality information of roses made available to suppliers by sensing
and communication technologies, the demand from customers can be predicted.

In previous chapters, the general framework of quality-aware modeling and MPC is pro-
posed and implemented in scheduling postharvest activities in starch campaigns. However,
a cut rose supply chain has different dynamics from starch campaigns in the following as-
pects: First, a cut rose supply chain is a distribution network with multiple destinations
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Figure 7.1: Supply network for cut roses considered in this study.

(different end customers); second, players at this section of the supply chain interact in
a demand-driven way; third, the deterioration rate of roses affect demand in the future;
last but not least, roses are fast moving commodities, and new roses keep flowing through
the whole supply chain. Therefore, new components that have not been discussed in the
previous chapters are introduced to adjust the general framework for better modeling and
controlling.

7.1.2 Objective and contributions

The objective of this chapter is to develop a decision making strategy for cut rose supply
chain players with the consideration of roses’ quality. This strategy controls the supply
chain in a coordinated way to reduce unmet demand and spoilage. By utilizing real-time
and predicted information on the vase life of roses, the strategy can assist supply chain
players to make informed decisions on amounts and time of purchasing.

The contribution of this chapter is twofold. From the theoretical perspective, the gen-
eral framework is implemented with new features. A rotating unit method is added to the
quality-aware modeling approach to tackle the inbound (fresh roses) and outbound (de-
cayed roses) movements. A partially coordinated distributed control strategy is proposed
to reflect objectives and operations of the various supply chain players. From the practical
perspective, it can be demonstrated that the quality-aware modeling method and the MPC
strategy are capable of handling decision making processes for supply chain players in the
considered supply chain.

7.2 Problem statement and assumptions
This chapter considers a cut rose supply network from auction house to end customers.
Involved players are the auction house, a wholesaler, several florists and customers (see
Figure 7.1). From the auction house the wholesaler purchases roses, which are kept dry at a
low temperature. The florists buy roses from the wholesaler and put them in water. Because
roses are highly perishable, and the demand is often not known in advance, it is difficult
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for florists and the wholesaler to determine a proper number of roses in stock, which has no
loss of sales or spoilage of roses.

In this study, end customers are also seen as supply chain players – if they prefer to have
continuous supply of rose bouquets. When their roses perish, they will soon need another
bouquet. This chapter considers a future scenario where supply chain players adopt sensing
technology so that roses’ remaining vase life can be predicted. Customers can subscribe to
a local florist who keeps their houses decorated with bouquets of roses. Thus the demand
can be considered known to the florist via estimation of the vase life of roses.

Assumptions
The following assumptions are considered in this study:

• Vase life of roses can be estimated and predicted by the wholesaler and florists;

• Auction has unlimited amount of flowers available to the wholesaler at any time;

• Wholesalers and florists discard roses with low quality according to their standards;

• Wholesalers purchase roses in boxes, and florists purchase roses in bouquets. Each
box contains several bouquets.

• The wholesalers can always satisfy demands from florists, while florists only purchase
at fixed days per week. A penalty is imposed on florists if they do not fulfill the
demand from customers.

7.3 Quality-aware model for cut rose supply chains
This study focuses on the decisions and operations of the wholesaler and florists. Below
each supply chain element is described in a quality-aware modeling method, consisting of a
logistic aspect and a quality aspect.

7.3.1 Logistic and quality evolution in a quality-aware model
Using the quality-aware modeling method, roses are considered as units. As discussed in the
assumptions considered in this chapter, a wholesaler operates on boxes of roses, and a florist
operates on bouquets of roses. A box contains roses that can be made into several bouquets.
(The interaction between two types of units will be discussed later in this section.) Each unit
goes through different stages in the supply chain, denoted by a directed graph G = {N ,E}.
The nodes in collection N stand for possible locations of each unit, and the directed arcs in
collection E stand for possible transitions between locations. Notation lmi(k) = 1 represents
that at time step k unit m is at node i. A transition from one node to another takes place if
umi j(k) = 1, where a decision is made at time step k, that unit m moves from location i to
location j at the next time step. Note that every node has a self-directed arc (i = j), which
allows units to stay at the same location for several time steps.

From the quality aspect, consider the quality of a unit of rose qm as its remaining vase life
tVL. The vase life can be predicted using a time-temperature model [136] with temperature
T and time period in days for storage tDay.
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The logistic and quality evolution of each unit m ∈M is described as follows:

lmi(k) =

{
1, if unit m is at node i at time step k,

0, otherwise,
(7.1)

umi j(k) =

{
1, if unit m moves from node i to node j after time step k,

0, otherwise,
(7.2)

lm j(k+1) =

{
1, if lmi(k) = 1 and umi j(k) = 1,

0, otherwise,
(7.3)

tVL = A− 1
20

(T −273.15)tDay, (7.4)

∆qi =
1
20

(Ti−273.15), (7.5)

qm(k+1) = qm(k)− ∑
(i, j)∈E

∆qi(k)umi j(k), (7.6)

in which (7.1), (7.2), and (7.3) represent the evolution of logistic attributes (locations and
movements) of unit m. Equations (7.4), (7.5), and (7.6) are the evolution of quality at-
tributes, in which (7.5) and (7.6) illustrate that deterioration rate per day ∆qi is related to the
temperature Ti at node i. Parameter A represents the initial vase life, which is estimated by
[136] to be 10 days.

Equations (7.1)–(7.6) describe the two aspects of the dynamics (logistic and quality) of
a unit of roses in a quality-aware model. With this, models specifically for the wholesaler
and the florists can be formulated next.

7.3.2 Quality-aware logistic model for the florists

Each florist purchases roses from a wholesaler, stores them in water, and then supplies them
to subscribed customers. The graphical representation (G f = {N f ,E f }) of the connections
between a florist f ∈ F and other parties is shown in Figure 7.2. In this graph, node o f = 1
represents the location of the wholesaler; node b = 2 represents the location of the florist;
node c ∈ C = {3,4,5} represent different customers that subscribed to this florist. Node
z f = 6 is a virtual node for disposing roses that are not fresh anymore.

Consider the dynamics of each bouquet unit m in the collection of cut roses M f under
control of a florist f at step k, and the dynamics of all roses at the florist f at time step k as
follows:

∑
(i, j)∈E f

umi j(k) = 1, ∀m ∈M f ,k ∈ {1,2, . . .}, (7.7)

∑
p∈P (i)∪{i}

umpi(k) = ∑
j∈S(i)∪{i}

umi j(k+1), ∀m ∈M f , i ∈N f ,k ∈ {1,2, . . .}, (7.8)

∑
j∈S(i)∪{i}

umi j(1) = lmi(1), ∀m ∈M f , i ∈N f , (7.9)

∑
m∈M f

∑
i∈P ( j)

umi j(k)≤C j, ∀ j ∈N f ,k ∈ {1,2, . . .}, (7.10)
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Figure 7.2: The graph G f for a florist.

qm(k+1) = qm(k)− ∑
(i, j)∈E f

∆qi(k)umi j(k), ∀m ∈M f ,k ∈ {1,2, . . .}, (7.11)

Q(1−umbc(k))≥ qlow
f −qm(k), ∀m ∈M f ,k ∈ {1,2, . . .},c ∈ C , (7.12)

Q(1−umbb(k))≥ qlow
f −qm(k), ∀m ∈M f ,k ∈ {1,2, . . .}, (7.13)

Q(1−umcc(k))+qm(k)≥ 0, ∀m ∈M f ,k ∈ {1,2, . . .},c ∈ C , (7.14)

∑
m∈M f

umo f b(τ)≤ QB f
k (τ), ∀τ ∈ {1, . . . ,NP},k ∈ {1,2, . . .}. (7.15)

l f (k) = {l1(k), . . . , lm(k), . . . , lM f (k)}
T, (7.16)

q f (k) = {q1(k), . . . ,qm(k), . . . ,qM f (k)}
T, (7.17)

∆q f (k) = {∆q1(k), . . . ,∆qi(k), . . . ,∆qN f (k)}
T, (7.18)

u f (k) = {u111(k), . . . ,umi j(k), . . .}T, (7.19)

x f (k) = {lTf (k),qT
f (k)}T, (7.20)

x f (k+1) = g f (X f (k),u f (k),∆q f (k)) , (7.21)

in which (7.7) enforces that at any time step, the transition of locations of a unit/bouquet m
should follow only one arc; (7.8) makes sure that the unit always follows the directed arcs
when being moved (P (i) and S(i) are the collection of the predecessor and successor nodes
of node i, respectively); (7.9) enforces that the decisions for movements of the upcoming
time step k+1 should be from the current location i at time step k; (7.10) guarantees that the
number of units at a certain location j at the same time step k does not exceed the capacity
of this location C j; (7.11) keeps track on quality of each unit. In the following constraints,
Q is a large, positive value. (7.12) and (7.13) forces roses with their vase life less than qlow

at florists to be discarded, and thus customers (c ∈ C ) will not receive roses with too low
quality; (7.14) describes that roses at customers are discarded when running out of vase
life. Constraint (7.15) describes that the purchases made by florists from the wholesaler
follows a pattern B, an array denoting on which in the NP upcoming days the florists visit
the wholesaler. For instance, B f

k = {0,1,0,0,0,0,0} represents whether the florist f will
have purchasing plans on the following days seen from day k, and the second element in the
array (B f

k (2) = 1) indicates that on day k+2, florist f has a purchase plan. In (7.16)–(7.21),
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Figure 7.3: The graph Gw for the wholesaler.

vectors l f (k), q f (k), ∆q f (k), u f (k) represent locations, qualities, deterioration rates, and
decisions of all the units at time step k, respectively. x f (k) represents the current system
state at time step k. Function g f is the state transition of the system of the future system
state x f (k+ 1) based on the current state x f (k) and decisions of movements u f (k). Note
that the vectors in x f (k+1) can be derived from (7.3) and (7.6), respectively.

7.3.3 Quality-aware logistic model for the wholesaler

The part of the logistic system for the wholesaler w is represented by graph Gw in Figure 7.3.
The wholesaler receives demand information from the florists and purchases roses from the
auction house. The wholesaler also discards roses with low quality according to its own
regulation. In Gw the auction house is represented by node ow = 1, the wholesaler by node
s = 2, and dispose by node zw = 3.

Note that the wholesaler buys roses in boxes but sells them to florists in bouquets. There-
fore, a box of roses can be sold to different florists. Introduce a variable hm(k), which de-
notes the quantity (of bouquets) of roses left in a box m at the wholesaler, at time step k.
Decision variable rm(k) represents the number of bouquets required by florists from the box
m at time step k from the wholesaler.

Next the dynamics of each box of roses m ∈Mw under control of the wholesaler w and
the dynamics of all the boxes of roses is demonstrated in a state-space fashion as follows:

∑
(i, j)∈Ew

umi j(k) = 1, ∀m ∈Mw,k ∈ {1,2, . . .},

(7.22)

∑
p∈P (i)∪{i}

umpi(k) = ∑
j∈S(i)∪{i}

umi j(k+1), ∀m ∈Mw, i ∈Nw,k ∈ {1,2, . . .},

(7.23)

∑
j∈S(i)∪{i}

umi j(1) = lmi(1), ∀m ∈Mw, i ∈Nw,

(7.24)

qm(k+1) = qm(k)− ∑
(i, j)∈Ew

∆qi(k)umi j(k), ∀m ∈Mw,k ∈ {1,2, . . .},

(7.25)
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Q(1−umss(k))≥ qlow
w −qm(k), ∀m ∈Mw,k ∈ {1,2, . . .},

(7.26)

hm(k+1) = hm(k)− rm(k), ∀m ∈Mw,k ∈ {1,2, . . .},
(7.27)

NP−1

∑
τ=0

rm(τ)≤ hm(k), ∀m ∈Mw,k ∈ {1,2, . . .},

(7.28)

rm(k)≤ Q(umows(k)+umss(k)) , ∀m ∈Mw,k ∈ {1,2, . . .},
(7.29)

∑
m∈Mw

rm(k) = ∑
f∈F

d f (k), ∀k ∈ {1,2, . . .},

(7.30)

umss(k)≤ Q

(
hm(1)−

k

∑
τ=1

rm(τ)

)
, ∀m ∈Mw,k ∈ {1,2, . . .},

(7.31)

lw(k) = {l11(k), . . . , lmi(k), . . .}T, (7.32)

qw(k) = {q1(k), . . . ,qm(k), . . . ,qMw(k)}T, (7.33)

∆qw(k) = {∆q1(k), . . . ,∆qi(k), . . . ,∆qNw(k)}T, (7.34)

h(k) = {h1(k), . . . ,hm(k), . . . ,hMw(k)}T, (7.35)

uw(k) = {u111(k), . . . ,umi j(k), . . .}T, (7.36)

r(k) = {r1(k), . . . ,rm(k), . . . ,rMw(k)}T, (7.37)

d(k) = {d1(k), . . . ,d f (k), . . . ,dF(k)}T, (7.38)

xw(k) = {lTw(k),qT
w(k),h

T(k)}T, (7.39)

xw(k+1) = gw (xw(k),uw(k),r(k),∆qw(k),d(k)) , (7.40)

in which (7.22), (7.23) are the topology constraints that ensure units appear at one place
at each time step and move along the directed arcs of the graph; (7.24) enforces that the
decisions for movements of the upcoming time step k+1 should be from the current location
i at time step k; (7.25) keeps track on quality of each unit; constraints (7.26) keep the
quality of roses at wholesaler by discarding the ones that have quality lower than qlow

w ;
(7.27) explains how quantity of roses in a box m can change over time; (7.28) ensures that
the number of bouquets taken from each box m over the horizon NP should be no more
than the number of bouquets that are left at each time step k; (7.29) enforces that florists
can only purchase roses from boxes arriving or stored at the wholesaler; (7.30) ensures that
roses taken out from boxes at the wholesaler equals the demand from the florists. (7.31)
ensures that once all the roses are taken out from the box, the unit for the box moves to
the next stage (dispose). In Equations (7.32) – (7.40), vectors lw(k), qw(k), ∆qw(k), h(k),
uw(k), r(k), and d(k) represent locations, qualities, deterioration rates, quantities left in
boxes, decisions of all the movements, decisions of all the numbers of bouquets taken from
each box, and demand from all the florists at time step k, respectively. xw(k) is the current
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system state for all roses considered at the wholesaler at time step k. Function gw is the state
transition to the future state xw(k+1).

7.4 Control strategy for real-time coordination

The previous section presents the quality-aware models for rose handling at the wholesaler
and florists. This section introduces the control strategy for each supply chain player to
make optimal decisions, and to coordinate with others in the supply chain. Firstly, this
section introduces the objective functions of controllers at the wholesaler and the florists.
Subsequently, a rotating units method is adopted in order to cope with a fast moving rose
supply chain. Then, control algorithms for each controller and inter-controller communica-
tion are described.

7.4.1 Objectives of the controllers

The controller at each florist f aims at minimizing the cost for buying roses and the unmet
demand. Each bouquet costs α1 and the penalty for each unmet demand per day is α2.
Similarly, the controller at the wholesaler seeks to minimize the cost for purchasing roses.
Each box of roses costs β(k), as this price may vary from day to day. Consider an upcoming
time period {1, . . . ,k, . . . ,NP}. The objective functions for controllers at florists (J f ) and the
wholesaler (Jw) are as follows:

min J f = α1

NP

∑
k=1

∑
m∈M f

umo f b(k)+α2

NP

∑
k=1

∑
j∈C

1− ∑
m∈M f

∑
i∈P ( j)∪{ j}

umi j(k)

 , (7.41)

min Jw =
NP

∑
k=1

∑
m∈Mw

β(k)umows(k). (7.42)

7.4.2 Rotating unit method and communication between controllers

In the quality-aware model method, the number of units in a system needs to be defined
prior to optimization. However, roses are fast moving goods as they are going through the
supply chain all the time. This feature requires controllers to be capable of introducing
new units and disposing consumed/spoiled units. A rotating unit method is applied: when a
bouquet/box enters a part of the supply chain, the player registers it to a unit with the new
attributes (quality and location). When the bouquet/box is disposed, it is unregistered and
the unit moves to the beginning of the supply chain to be registered to a new bouquet/box of
roses. Therefore, given a pre-determined number of units, these units can be “reused” over
time, instead of trying to include every future unit in the model. Consider any unit m in the
wholesaler/florist, the following equations show how this method is applied:

qm f (k+1) = qmw(k+1), if um f o f b(k) = 1 and rmw ≥ 0,

∀m f ∈M f ,mw ∈Mw, f ∈ F ,k ∈ {1,2, . . . ,NP},
(7.43)
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Algorithm 7.1 Algorithm for florist f

1: Examine the current system state x f (k) and the purchase pattern B f
k .

2: Solve the binary integer linear programming problem with the objective function (7.41)
and constraints (7.7)-(7.15). Compute the optimal solution over the horizon:
(û f (k), . . . , û f (k+NP−1)).

3: Send purchase plans
(

∑m∈M f
umo f b(k)

)
for the time steps k+1 to k+NP to the whole-

saler.
4: After receiving confirm from the wholesaler, purchase roses from wholesaler with cer-

tain qualities, update qualities of newly purchased bouquets in q f (k+1) using (7.43).
5: Execute the decisions û(k) using (7.21), and rotate units that are disposed, and register

qualities to these units according to (7.43)–(7.45). This results in the new system state
x f (k+1).

qm f (k+1) = qlow
w , if um f iz f (k) = 1,

∀m f ∈M f , f ∈ F , i ∈ P(z f ),k ∈ {1,2, . . . ,NP},
(7.44)

lm f o f (k+1) = 1, lm f z f (k+1) = 0, if um f iz f (k) = 1,

∀m f ∈M f , i ∈ P(z f ),k ∈ {1,2, . . . ,NP},
(7.45)

qmw(k+1) = qini
mw(k+1), if umwows(k) = 1,

∀mw ∈Mw,k ∈ {1,2, . . . ,NP},
(7.46)

lmwow(k+1) = 1, lmwzw(k+1) = 0, if umwizw(k) = 1,

∀mw ∈Mw,k ∈ {1,2, . . . ,NP}.
(7.47)

hmw(k+1) = hini, if umwizw(k) = 1,

∀mw ∈Mw,k ∈ {1,2, . . . ,NP},
(7.48)

where (7.43) describes the communication of quality between the wholesaler and a florist
when purchases happen: the quality of a new bouquet moving into a florist f is updated
with the quality of the box from which the bouquet is taken. If from more than 1 boxes the
bouquets are taken, their qualities should be updated respectively according to the qualities
of the boxes. Note that units are indexed here (as m f and mw) to discriminate a “box unit” of
the wholesaler from a “bouquet unit” from a florist. Equations (7.44) and (7.45) show that
when a bouquet is disposed, the unit is unregistered with the bouquet, moved to node 1, and
registered with newly registered minimum acceptable quality from wholesaler. Although
the quality information of the new bouquet is not yet available to the florist before the
purchase, it is guaranteed with a minimum quality (ensured by constraint (7.26)). Similarly,
wholesalers apply the same principle with the rotating unit method. In (7.46) and (7.48), the
quality and initial quantity is updated with information from the auction house. Equation
(7.47) takes care of the re-registration of units to new boxes of roses.

7.4.3 Distributed control algorithms
In Figure 7.4, a flow chart is used that represents how and when inter-controller commu-
nication is carried out within a control loop at time step k. When florists have generated
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Algorithm 7.2 Algorithm for wholesaler w

1: Examine the current system state xw(k).
2: Receive the total demand from florists d(k) over the prediction horizon.
3: Solve the mixed integer linear programming problem with the objective function (7.42),

constraints (7.22)-(7.31), and the daily update of the price β(k). Compute the optimal
solution over the horizon: (ûw(k), . . . , ûw(k+NP−1)) and (r̂(k), . . . , r̂M(k+NP−1)).

4: Sell roses to florists with certain qualities according to r̂(k). Update with the florists
about the qualities of the sold items using (7.43).

5: Execute the decisions ûw(k) and r̂m(k); rotate units that are disposed; and register qual-
ities to these units according to (7.46)–(7.48). This results in the new system state
xw(k+1).

purchase plans, they send this information to the wholesaler. The wholesaler then decides
which roses to sell to the florists. The quality information is updated with the florists, as
these bouquets being traded are registered with units at each florist. Alg. 7.1 and 7.2 pro-
vide the details of the algorithms of the control sequences for the florists and the wholesaler,
respectively.

7.4.4 A traditional approach
Apart from the proposed control strategy, a traditional approach is also explained. To
demonstrate the potential of the proposed approach in the business mode, a comparison
is made with respect to its performance with a simulation of a reference group without the
proposed approach. The supply chain players in the reference group apply the strategy of
maintaining their stocks at certain levels that are time-invariant.

7.5 Simulation experiments
In this section, simulation experiments are carried out to compare the effectiveness of the
current handling method and the proposed approach.

7.5.1 Scenario description
This section assumes that florists 1 and 2 aim to maintain their stock at 2 and 3 bouquets,
respectively; the wholesaler maintains the stock at no less than 5 bouquets. Consider the
scenario of one wholesaler, 2 florists and 6 customers (as shown in Figure 7.1). The param-
eters and initial system states are given in Table 7.1. In the scenario, consider Ntotal = 16
days as the total time period. The purchase pattern of each florist of each week stays the
same. The price of purchasing a box of roses from auction houses can varying from day to
day. Denote βt(k) as the price of day t + k− 1 seen from day t (e.g., β3(1) is the price of
day 3 seen from day 3). Since the auction price can not be predicted, the wholesaler uses
the average price (e15) as a reference for the predictive controller. Similarly, ∆qt

f (k) and
∆qt

w(k) are the degradation rates for day t + k−1 seen from day t. Initial locations of each
unit l f (1) and lw(1) are denoted as the node numbers of the locations, instead of the binary
indicators (e.g., if lmi(1) = 1 then the m-th number in the value is i).
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Table 7.1: Scenario considered in the experiments

Parameter Value

System

NP 7
Ntotal 16
M M f = 12, Mw = 8
N N f = 6, Nw = 3
qlow qlow

f = 6, qlow
w = 8

W 1
F 2
C 3
α1 e5
α2 e25
βt(k) βt(1) = N∼ (e15,1.5), βt(k)|k≥2 = e15, t ∈ {1, . . . ,Ntotal}

Florist 1

l f (1)| f=1 {1,1,1,1,1,1,1,1,2,3,4,5}
q f (1)| f=1 {7,7,7,7,7,7,7,7,7,3,1,2}
B f

1(1)| f=1 {1,0,0,1,0,0,0}

∆qt
f (k)| f=1

∆qt
i|i=1,6(k) = 0,∆qt

2(k) = 0.8, ∆qt
3(k) = 1, ∆q1

i |i=4,5(1) = 1.2
∆qt+1

i |i=4,5(1) = N∼ (∆qt
i|i=4,5(1),0.1) ,∀t ∈ {1, . . . ,Ntotal−1}

∆qt
4(k)∼ N(∆qt

4(1),0.05+0.003k) ,∀k ∈ {2, . . . ,NP}
∆qt

5(k)∼ N
(
∆qt

5(1),0.06+0.005k
)
,∀k ∈ {2, . . . ,NP}

Florist 2

l f (1)| f=2 {1,1,1,1,1,1,1,1,1,3,4,5}
q f (1)| f=2 {7,7,7,7,7,7,7,7,7,3,1,2}
B f

1(1)| f=2 {0,1,0,0,1,0,0}

∆qt
f (k)| f=2

∆qt
i|i=1,6(k) = 0, ∆qt

3(k) = 1.1, ∆q1
i |i=4,5(1) = 1.1

∆qt+1
i |i=4,5(1) = N∼ (∆qt

i|i=4,5(1),0.12) ,∀t ∈ {1, . . . ,Ntotal−1}
∆qt

4(k)∼ N(∆qt
4(1),0.05+0.003k) ,∀k ∈ {2, . . . ,NP}

∆qt
5(k)∼ N

(
∆qt

5(1),0.06+0.005k
)
,∀k ∈ {2, . . . ,NP}

Wholesaler

lw(1) {1,1,1,1,1,1,1,2}
qw(1) {9,10,10,10,10,10,10,10}
h(1) {5,5,5,5,5,5,5,2}

∆qt
w(k)

∆qt
i|i=1,3(k) = 0, ∆q1

2(1) = 0.3
∆qt+1

2 (1)∼ N(∆qt
2(1),0.02) ,∀t ∈ {1, . . . ,Ntotal−1}

∆qt
2(k)∼ N(∆qt

2(1),0.01+0.002k) ,∀k ∈ {2, . . . ,NP}

The optimization problems are solved by CPLEX v12.5.1 in a Matlab 2015b, Windows
7 64-bit environment, on a desktop with Intel Core 2 Q8400 2.66 GHz and 4 GB RAM.
Running the whole program takes about 19 seconds.

7.5.2 Results and discussion

The results of the two simulations (the current approach and the proposed approach) are
shown in Table 7.2 and Table 7.3, respectively. In each table, the results from florist 1, 2,
and the wholesaler are listed in 3 sections (Florist 1, 2, and Wholesaler), from day 1 to day
15. In each section, “Florist 1 st.”, “Florist 2 st.”, and “Wholesaler” represent the number
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of stocks in units for each player in the supply chain. In the two florist sections, “Customer
c” shows whether the customer possesses a bouquet of roses. “Cc Quality” is the quality,
or estimated remaining vase life of the bouquet at the customer. “Purchase”, “Spoilage”,
“Unmet” are the numbers of units purchased from the upper stream, spoiled, or customers
not supplied with bouquets, respectively. In the section for the wholesaler, “Unit m” assigns
a unit at the wholesaler to keep track its quality “Um Quality” and quantity “Um Quantity”.
“Price” is the daily price of purchasing each box of roses from auction in e. Note that
“Spoilage” in the wholesaler’s section shows roses spoiled in bouquets instead of boxes.
Quality and price are shown in 2 significant digits.

The performances of florists in the two simulations are compared. In the simulation
with the current approach, Florist 1 purchased 8 bouquets in 15 days, 3 of them spoiled and
3 customers are left without a bouquet, each for a day. Florist 2 purchased 11 bouquets in
15 days, with a spoilage of 4 of them, and there is 1 lost sale. In the simulation with the
proposed approach, Florist 1 purchased 7 bouquets and has 1 customer left unserved. No
bouquet is wasted in 15 days. Florist 2 purchased 7 bouquets and has 1 demand not met.
Also bouquets are all sent to customers for the simulation period.

Next the performance of wholesalers is compared. In the simulation without the pro-
posed approach, the wholesaler purchased 6 boxes of roses. The total cost for purchasing
these roses is e94 and the spoiled roses could have been made into 5 bouquets. In the sim-
ulation with the proposed approach, the wholesaler purchased 4 boxes roses from auction
house. No spoilage is observed during the simulation period. The total cost is only e56, a
reduction of 40% in cost from the experiment of the current approach. The unmet demand
is reduced by 60%. The wholesaler with the proposed approach purchases roses at the most
suitable time: when there is foreseen demands from customers and auction price is low.
In contrast, the wholesaler in the current approach purchases whenever roses are needed,
resulting in a much higher price.

Compared with the current approach, florists in the proposed approach have number of
spoiled bouquets reduced to 0. Unmet demands from subscribed customers are also much
fewer. The wholesaler has 1 spoiled bouquet but has fewer costs making purchases from the
auction house. Although the auction price per box of roses of the upcoming days is assumed
unknown in advance, considering an average price of e15 is helpful for the wholesaler in
making purchasing plans.

7.5.3 Sensitivity analysis

A sensitivity analysis is carried out regarding α1 (the cost of buying from the wholesaler),
α2 (penalty of spoiling cut roses), β (cost of buying from the auction), and uncertainty in
prediction of ∆q. Experiments are conducted with the adjusted parameter values in differ-
ent scenarios, with results shown in Table 7.4. A scenario with a static bid price assumes
that the cost of each box from the auction house is static (βt(k) = 15,k ∈ {1, . . . ,NP}, t ∈
{1, . . . ,Ntotal}). A dynamic environment refers to the scenario introduced by Table 7.1,
where prediction of vase life change may not be accurate. A static environment assumes
that the prediction of quality change is accurate.

When the price for a box of roses from the auction house is static and predictable, the
wholesaler only buys roses when necessary, spending less in purchasing roses and making
less spoilage. When the price fluctuates, the wholesaler needs to compare the current auction
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Table 7.2: Results from supply chain players in the current approach

Days
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Florist 1 st. 2 1 0 2 1 1 1 2 2 2 2 0 0 0 2
Customer 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0
C1 Quality 2.0 1.0 0 -? 8.3 7.3 6.3 5.3 4.3 3.3 2.3 1.3 0.3 0 -
Customer 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C2 Quality 0 8.2 7.2 6.2 5.2 4.2 3.1 1.9 0.5 0 6.4 5.3 4.2 3.2 2.2
Customer 3 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1
C3 Quality 0.8 0 8.2 7.0 5.9 4.6 3.3 2.0 0.8 0 - 8.0 6.8 5.6 4.6
Purchase 1 0 0 2 0 0 0 2 0 0 1 0 0 0 2
Spoilage 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0
Unmet 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1
Florist 2 st. 0 3 1 0 3 3 3 3 3 3 1 3 1 1 1
Customer 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
C1 Quality 1.9 0.8 0 8.1 7.0 5.9 4.8 3.7 2.6 1.5 0.3 0 7.6 6.5 5.4
Customer 2 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1
C2 Quality 0 - 8.7 7.6 6.4 5.0 3.7 2.1 0.5 0 6.8 5.5 4.3 3.0 1.6
Customer 3 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
C3 Quality 0.8 0 8.9 7.6 6.2 4.9 3.5 2.1 0.6 0 6.8 5.2 3.8 2.5 1.2
Purchase 0 3 0 0 3 0 0 0 3 0 0 2 0 0 0
Spoilage 0 0 0 0 0 0 0 0 3 0 0 0 1 0 0
Unmet 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
Wholesaler 2 3 2 2 3 2 2 3 2 1 2 2 2 2 2
Unit 1 1 1 0 0 1 1 1 1 1 0 1 1 1 1 1
U1 Quality 9.7 9.4 - - 10 9.6 9.2 8.8 8.4 - 10 9.6 9.2 8.8 8.4
U1 Quantity 1 0 - - 5 5 5 3 0 - 5 5 5 5 3
Unit 2 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1
U2 Quality 10 9.7 9.4 9.1 8.7 - - 10 9.6 9.2 8.8 8.4 8.0 7.6 10
U2 Quantity 5 3 3 1 0 - - 5 5 5 4 2 2 2 5
Unit 3 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0
U3 Quality - 10 9.7 9.4 9.0 8.6 8.2 7.8 - - - - - - -
U3 Quantity - 5 5 5 3 3 3 3 - - - - - - -
Purchase 1 1 0 0 1 0 0 1 0 0 1 0 0 0 1
Price 16 14 15 15 17 16 16 16 15 15 16 12 16 17 15
Spoilage 0 0 0 0 0 0 0 3 0 0 0 0 0 2 0

?: A dash “-” means that quality or quantity of units is not available because there is no
unit at the location.
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Table 7.3: Results from supply chain players with the proposed approach

Days
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Florist 1 2 1 0 0 0 0 0 2 1 1 2 1 1 0 1
Customer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C1 Quality 6.2 5.2 4.2 3.2 2.2 1.2 0.2 0 7.6 6.6 5.6 4.6 3.6 2.6 1.6
Customer 2 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1
C2 Quality 0 8.9 7.9 6.8 5.8 4.8 3.7 2.5 1.1 0 -? 8.4 7.2 6.2 5.2
Customer 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C3 Quality 0.8 0 8.1 6.9 5.8 4.5 3.3 2.0 0.8 0 6.0 4.9 3.7 6.8 5.8
Purchase 2 0 0 0 0 0 0 2 0 0 2 0 0 0 1
Spoilage 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Unmet 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
Florist 2 0 3 1 0 0 0 0 0 3 2 0 1 1 1 0
Customer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C1 Quality 1.9 0.8 0 8.4 7.3 6.2 5.1 4.0 6.4 5.3 4.2 3.1 2.0 7.3 6.2
Customer 2 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
C2 Quality 0 - 9.2 8.0 6.8 5.4 4.0 2.4 0.9 0 6.4 5.1 3.9 2.6 1.2
Customer 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
C3 Quality 0.8 0 9.2 7.8 6.4 5.1 3.7 2.3 0.8 0 6.4 4.8 3.4 2.1 0.8
Purchase 0 3 0 0 1 0 0 0 2 0 0 1 0 0 0
Spoilage 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Unmet 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
Wholesaler 1 1 1 1 1 1 1 1 2 1 1 2 2 2 1
Unit 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1
U1 Quality 9.7 10 9.8 10 9.6 9.2 8.8 8.4 8.1 - - 10.1 9.7 9.2 8.8
U1 Quantity 0 2 2 5 4 4 4 2 0 - - 5 5 5 4
Unit 2 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0
U2 Quality - - - - - - - - 10 9.7 9.3 8.9 8.5 8.1 -
U2 Quantity - - - - - - - - 5 5 3 1 1 1 -
Purchase 0 1 0 1 0 0 0 0 1 0 0 1 0 0 0
Price 16 14 15 15 17 16 16 16 15 15 16 12 16 17 15
Spoilage 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

?: A dash “-” means that quality or quantity of units is not available because there is no
unit at the location.
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Table 7.4: Comparing results from the current approach with the proposed approach and
sensitivity analysis

Scenarios Parameters Florist 1 Florist 2 Wholesaler
Unmet Spoil Unmet Spoil Cost Spoil

Current
Approach

α1 = 5,α2 = 25 3 2 1 4 94 5

Proposed
Approach

α1 = 5,α2 = 25 1 0 1 0 56 0

Static bid price α1 = 5,α2 = 25 0 0 1 0 30 0

Dynamic
Environment

α1 = 0,α2 = 25 0 2 1 5 113 2
α1 = 5,α2 = 0.5 36 0 42 0 0 2
α1 = 5,α2 = 500 0 0 1 0 57 2

Static
Environment

α1 = 5,α2 = 25 0 0 1 0 41 0
α1 = 0,α2 = 25 0 2 1 4 83 0
α1 = 5,α2 = 0.5 36 0 42 0 0 2
α1 = 5,α2 = 500 0 0 1 0 42 0

price with the average value and buys roses in advance if the auction offers a good deal,
which can result in increased buying frequency. In a dynamic environment, when the cost
of each bouquet α1 = 0, the wholesaler buys more roses from auction house and thus more
roses flow into this part of the supply network, which results in an increase of spoilage.
When α1 = 5, α2 = 0.5, as the penalty for unmet demand is so low, that florists would
rather pay the penalty instead of purchasing roses to fulfill the demand from customers. If
the penalty, on the other hand, is very high (e.g., α2 = 500), the florists will sometimes
supply bouquets to the customers before the previous bouquet deteriorate to reduce the
possibility of having demands unsatisfied. In addition, experiments in static circumstances
result in lower unmet demand, spoilage, and cost with the accurate quality information.

In summary, the results illustrate that the approach of quality-aware modeling and model
predictive control can largely benefit supply chain players in a cut rose supply chain, even
though participants do not share the same interest. The application of the new business mode
brings wholesalers, florists, and customers in a closer coordination. In this way, purchased
roses are being used better with reduced prices, unmet demand, and spoilage. A closer
analysis shows that higher penalty for unmet demand or lower price of bouquets may result
in a higher flow volume, and more accurate prediction of vase life may help stakeholders
make even better decisions in logistic operations.

7.6 Conclusions

Cut roses are traded and transported in significant amounts across continents. Nevertheless,
the high perishing nature and complexity in supply-demand relations often bring challenges
to supply chain players in reducing waste and loss sales at the same time. This chapter con-
siders a business mode that brings end customers into the rose supply chain as participants,
together with wholesalers and florists. In this business mode, customers can subscribe to a
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florist to get continuous supply of fresh bouquets of roses. Decision making in this business
mode can be supported by sensor and communication technologies, which makes remain-
ing vase life known to other players in the supply chain. In order to fully benefit from
this business mode, the general framework is proposed combining a quality-aware model-
ing method and a model predictive control approach. A partially coordinated distributed
control strategy is designed to coordinate several players in a fast moving perishable goods
supply chain with uncertainties. Simulation experiments illustrate that the realization of this
business mode via the proposed approach could significantly reduce unmet demand (60%
reduction) and spoilage (100% reduction) in a cut rose supply chain.

This chapter addresses the Research Question 6, and has contributions in two main as-
pects. First, it applies the general framework to a part of a cut rose supply chain, and
illustrates the applicability of the quality-aware modeling and MPC in a specific business
scenario. Second, the general framework is extended with some new features. A rotating
unit method is proposed to enable more flexibility of quality-aware models. A partially co-
ordinated control strategy in this chapter, which reflects the objective and operations with
different players in the cut rose supply chain. Comparing to the hierarchical control archi-
tecture used in Chapter 6, in this partially coordinated distributed control strategy, all con-
trollers operate at the same level, allowing each supply chain participant to reduce wastage
while accomplishing their own objectives, and yet keeping each player’s autonomy.



Chapter 8

Conclusions and future research

In this thesis we have discussed the value of real-time information and coordination in
perishable goods logistics. Quality-aware modeling methods and model predictive control
strategies are discussed for use in several typical supply chains with different commodities.

This last chapter concludes the thesis. Firstly the key questions and the main research
question are answered. Subsequently, directions for future research are recommended.

8.1 Conclusions

8.1.1 Key research questions

1. How does perishability of products affect logistic processes in perishable goods sup-
ply chains?

Through the literature review chapter, the physiology, technology, and methodology
aspects are analyzed. In the physiology aspect, reviewed literature includes: 1. fac-
tors that can affect the deteriorating rate; 2. indicators that can reflect the freshness
of perishable goods; and 3. mathematical models that can estimate and predict the
quality of perishable goods. In the technology part, the technological development
of perishable goods supply chains is discussed. This includes the application of in-
frastructures, sensors, and communication technologies. In the methodology part, the
discussion focuses on scheduling and control strategies for improving the efficiency
of logistic operations in perishable goods supply chains.

The physiological knowledge on how perishables lose their value over time and how
they can be preserved is the very first step to determine what will be required of the
supply chain to deliver fresh products. Technologies provide solutions such as reefer
containers to realize temperature controlled transportation that preserve commodities
in accordance to their physiological features. The literature review points out that
technologies have far more potentials in improving logistics if real-time quality infor-
mation is considered. Methods need to be developed in order to bring more benefit of
considering perishability by better modeling and controlling logistic operations.
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2. In what way can mathematical models be built to represent both quality and logistics
of perishable goods when planning logistic processes?

From Chapter 2 the conclusion is drawn that making better use of physiological fea-
tures and technologies, especially real-time awareness, can improve the effectiveness
of logistic operations for perishable goods supply chains. In Chapter 3, a method-
ological general framework is proposed for supply chain players to consider novel,
more comprehensive perspectives in planning logistic activities. The general frame-
work adopts a system and control fashion. The system consists of all the goods being
transported in the considered supply chain, with both logistic and quality features.
Chapter 3 focuses on a quality-aware modeling method. Unlike other models such as
network flow models or job shops, a quality-aware model focuses on goods, rather
than networks, which can explicitly represent both features. In this way, better de-
cisions can be made via optimization and control strategies that consider real-time
quality information.

3. Given the information of incoming disturbances on both quality and logistic side of a
perishable good supply chain, in what way can decision makers respond?

Chapter 2 points out that the inaccuracy of measurements and disruptions in quality
or logistic conditions are sources of disturbances in planning of a perishable goods
supply chain. These disturbances can cause changes of planned course of opera-
tions. Given the information of incoming disturbances, decisions can be updated
in time in order to achieve the best possible performance in dynamic environments.
Chapter 4 proposes to use model predictive control strategy. This strategy considers
the most recent information and can adjust decisions accordingly, which gives deci-
sion makers the ability to act pro-actively on foreseen disturbances of supply chains.
Chapter 4 uses a numerical example of starch potato postharvest scheduling to show
model predictive control strategy is suitable for real-time control of logistic activities
in perishables supply chains.

4. How can the logistic process of a supply chain be optimized using a mathematical
model that considers perishability?

Chapter 5 takes the quality-aware modeling approach to an example of a banana dis-
tribution network. An optimization problem is designed for improvements of decision
making, using mix-integer programming. The objective is to maximize the total profit
of the considered distribution network. The constraints include customer demands on
quantity and quality. Decisions include movements of containers, ethylene treatments
on bananas, and the rate bananas are being ripened. All decisions can directly or in-
directly affect quality of bananas. Numerical experiments are conducted to examine
the effectiveness of the proposed approach. Results show that the optimized decisions
reduce the amount of waste by 33%, and increase the revenue by 48%. This exam-
ple demonstrates that quality-aware modeling approach can be used to optimize the
logistic operations including decisions that directly affects quality of products.

5. How to design real-time control strategies for perishable goods logistics where supply
chain players share the same interest?
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In Chapter 6, a potato starch production scheduling problem is considered in more de-
tail compared to the example shown in Chapter 4. The several decision makers (starch
production plant, and farms that grows potatoes) share the same interest: to maximize
the production of starch. Potatoes are divided into units and the quality-aware mod-
eling is used to describe the starch content and location change of units of potatoes.
A centralized control strategy and a distributed control strategy are designed for the
scheduling. In the centralized control strategy, one controller gathers all information
from every farm and makes overall decisions for each growers. The limitation of this
method is that it requires information of each farm to be fully shared, and when the
size of the problem grows, the computation time to solve the optimization problems
grows exponentially. The distributed control strategy on the other hand, does not
have those downsides. In Chapter 6, the distributed control architecture is designed
in a two-layer, hierarchical way that a master controller divides the overall problem
into several parts and assigns the subproblems to slave controllers at each farm (Hi-
erarchical Control Architecture shown in Fig. 8.1). Simulation experiments illustrate
that the centralized control architecture has better solution quality, and thus is suitable
for small scale production scheduling. The distributed control strategy uses less com-
putation time and does not require information to be fully shared, which makes this
strategy excel in larger scale production operations. The amount of starch production
can be increased by up to 13.23% and 11.25% via centralized and distributed control
architecture, respectively.

6. How to design real-time control strategies in a perishable goods supply chain where
supply chain players coordinate but do not share the same interest?

A case study of cut roses logistics is presented in Chapter 7, focusing on a part of
the cut rose supply chain from the auction house to the household. In this part of the
supply chain, a wholesaler and several florists are the decision makers. Each florist
interacts with the wholesaler, but have different interests. A wholesaler maximizes its
own revenue and guarantee enough roses for florists, and a florist is to satisfy the need
of its customers. The chapter assumes that the quality of roses can be obtained in real-
time, so that decisions can be made according to customers’ demand as well as the
quality of roses. With this information, a new business mode is proposed, in which
consumers can subscribe to a florist and get continuous supplies of rose bouquets.
The florist provides a new bouquet to the subscribed customer when the old one is
not fresh. To assist wholesalers and florists in making better decisions in this business
mode, the chapter uses the general framework. The quality-aware modeling method
is used to represent quality and movements of cut roses in boxes and in bouquets.
Each wholesaler or florist is supported by a controller in decision making. A single-
layer, partially coordinated control architecture is developed (Partially coordinated
architecture in Fig. 8.1), with one controller deployed at each decision maker (i.e., the
wholesaler or a florist). Simulation experiments are carried out to demonstrate the
approach’s potential in supporting the new business mode. Results show that with the
proposed approach, unmet demand and wastage can be reduced by 60% and 100%
respectively in the business mode.
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8.1.2 Main research question
The main question addressed in this thesis is: Given real-time information of quality and lo-
gistics, in what ways can perishable goods supply chain players improve logistic operations
and reduce loss?

After addressing the key questions, the main research question can now be answered.
Perishable goods take various forms, with different perishing nature. Therefore, no universal
models can be used to describe quality changes or logistic processes of every type commod-
ity. Supply chain dynamics also vary due to the type of commodities considered, the way
products should be handled, the relationship among players in the considered supply chain,
and the requirements of customers. To make use of real-time information with a particular
commodity in logistic process, the first step is to understand what information is available
via sensor and communication technologies. This includes estimating changes of quality
and situation of logistic processes. Secondly, quality prediction models are necessary. This
allows logistic planners to gain physiological insight from the acquired information. The
third step is to make use of the real-time information obtained in the first two steps. Fo-
cusing on the third step, this thesis applies the methodology of general framework: the
quality-aware modeling method combines logistic aspects and quality aspects; the model
predictive control strategy keeps the planning up-to-date with supply chain dynamics and
the perishing nature of the considered commodity. The three different case studies show
that the general framework is applied differently and yet effectively in representing and
optimizing the logistic activities with different supply chain and quality features.

8.1.3 Contributions
The main contributions if this research are:

• A general, methodological framework by which logistic operations in perishable
goods supply chains can be flexibly modeled and controlled with the consideration
of reducing loss of product quality.

• Mathematical models for three case studies on different commodities in supply chains
with various dynamics, and different control strategies to fit different supply chain
features (shown in Table 8.1).

• Different distributed control architectures (shown in Fig. 8.1, the first two sub-figure)
with their effectiveness illustrated using simulation studies in application.

We have some applications to which the proposed approaches can be applied. Our main
contributions with respect to these applications are:

• The proposed framework is a ready-to-use tool in developing quality-aware logistic
systems in perishable goods supply chains.

• Logistics companies in role of transporter, forwarder, importer, or exporter can use the
methods developed in this thesis to estimate the added value of certain technologies
before they invest to apply them.

• New quality-driven business modes can be developed with the support of the proposed
framework, such as the cut rose subscription discussed in Chapter 7.
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8.2 Future research

With respect to the proposed methodological framework and its applications addressed in
this thesis, challenging issues that require future research are:

• Computational efficiency.

A common challenge is that the required computational efforts grow rapidly when
optimization problems get larger. To a certain extend, exact solutions become no
longer available within reasonable time. Heuristics can be used in order to find a near
optimal solution given limited time and computational power.

• Level of detail.

The methodological framework proposed in this thesis considers logistic planning in a
perishables supply chain from a system and control perspective. This thesis addresses
the planning problems at an operational level, providing a pathway for future research
and application towards intelligent, fully automated perishables transport systems.
In order to do so, details at an equipment/infrastructure level are to be considered.
This will create connections from perishable goods logistics to precision agriculture,
autonomous vehicle, intelligent infrastructure, and Industry 4.0.

• Mixture of multiple commodities.

This thesis considers for each case study homogeneous commodity. Future research
should explore the dynamics in a supply chain with various commodities. For in-
stance, in a cut flower supply chain, a florist receives flowers of all kinds, and bundles
them into bouquets with different styles. The complexity in this case will largely
increase due to the various quality features and requirements of flowers.

• Fully coordinated distributed control architecture.

As shown in Fig 8.1, in comparison with the first two control architectures, a fully
coordinated architecture can also be developed. This control architecture suits supply
chains in which multiple players that do not share the same interest but need to closely
coordinate evenly.

• Inaccuracy in measurements and stochasticity in prediction.

This thesis considers only deterministic scenarios. More often information from mea-
surements and predictions is of a stochastic nature. Techniques should be developed
to make use of such information.

In addition to these topics, more general, fundamental future research directions are:

• More comprehensive quality models.

It is clear that the accuracy of quality models affects the effectiveness of the proposed
control strategies. Therefore, more comprehensive quality models considering fac-
tors such as humidity and atmosphere may further enhance the accuracy of quality
estimation and prediction, resulting in even better planning of logistic operations.
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• Cheaper and more accurate sensors.

Companies always compare cost and benefit before applying a certain policy. There-
fore, development of cheaper and more accurate sensors can lower the cost and raise
the benefit, and thus companies are more willing to equip their logistic processes with
such technologies.

• Customer-supplier relationship and e-commerce.

With more end consumers using e-commerce with expectation of fast delivery and
good quality, demand-supply dynamics become more rapid and disruptive. Therefore,
understanding better customer-supplier relationship can help e-commerce businesses
be better supported by traceable and controlled logistic systems.

• Standardized protocol and platform for implementation in a farm-to-consumer supply
chain

A standardized protocol can bring more potential in supply chain optimization among
supply chain players via more transparent information sharing and better coordinated
decision making. A healthy protocol ensures that every participant in supply chains
can benefit evenly. Thus supply chain players have an increased willingness to col-
laborate. A platform for implementation should provide more detailed technological
support for the protocol to be implemented. The platform guarantees that the protocol
and the proposed approach function in the intended way even in environments where
practical problems such as missing of communication may occur.
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[14] P. Botı́a, J. M. Navarro, A. Cerdá, and V. Martı́nez. Yield and fruit quality of two
melon cultivars irrigated with saline water at different stages of development. Euro-
pean Journal of Agronomy, 23(3):243–253, 2005.

[15] E. K. Boukas, P. Shi, and A. Andijani. Robust inventory-production control problem
with stochastic demand. Optimal Control Applications and Methods, 20(1):1–20,
1999.

[16] R. A. C. M. Broekmeulen and K. H. van Donselaar. A heuristic to manage perish-
able inventory with batch ordering, positive lead-times, and time-varying demand.
Computers & Operations Research, 36(11):3013–3018, 2009.

[17] K. Brunt, B. Smits, and H. Holthuis. Design, construction, and testing of an au-
tomated NIR in-line analysis system for potatoes. Part II. Development and testing
of the automated semi-industrial system with in-line NIR for the characterization of
potatoes. Potato Research, 53(1):41–60, 2010.

[18] K. S. Burton, C. E. Frost, and P. T. Atkey. Effect of vacuum cooling on mush-
room browning. International Journal of Food Science & Technology, 22(6):599–
606, 1987.

[19] J. V. Caixeta-Filho. Orange harvesting scheduling management: A case study. Jour-
nal of the Operational Research Society, 57(6):637–642, 2006.

[20] G. Caroline, B. Joachim, S. Camille, and G. Benoit. LCA of starch potato from
field to starch production plant gate. In 8th International Conference on LCA in the
Agri-Food Sector, pages 1–4, Saint-Malo, France, 2012.

[21] CBI. CBI trade statics: Cut flowers and foliage. Technical report, the Centre for
the Promotion of Imports from developing countries, The Hague, The Netherlands,
2016.

[22] D. Chatterjee, P. Bhattacharjee, and N. Bhattacharyya. Development of methodology
for assessment of shelf-life of fried potato wedges using electronic noses: Sensor
screening by fuzzy logic analysis. Journal of Food Engineering, 133:23–29, 2014.

[23] C. Chen, Y. Tsai, and P. Schonfeld. Schedule coordination, delay propagation,
and disruption resilience in intermodal logistics networks. Transportation Research
Record, 2548:16–23, 2016.



Bibliography 109

[24] L. Chen, J. J. Hopman, and R. R. Negenborn. Distributed model predictive control for
vessel train formations of cooperative multi-vessel systems. Transportation Research
Part C: Emerging Technologies, 92:101–118, 2018.

[25] S. L. Chen and F. Gutmanis. Auto-oxidation of extractable color pigments in chili
pepper with special reference to ethoxyquin treatment. Journal of Food Science, 33
(3):274–280, 1968.

[26] Y. Chen, Y. Wang, and J. Jan. A novel deployment of smart cold chain system using
2G-RFID-Sys. Journal of Food Engineering, 141:113–121, 2014.

[27] L. Cheng and M. A. Duran. Logistics for world-wide crude oil transportation using
discrete event simulation and optimal control. Computers & chemical engineering,
28(6-7):897–911, 2004.

[28] D. H. Christensen and M. H. Madsen. Changes in potato starch quality during growth.
Potato Research, 39(1):43–50, 1996.

[29] H. Chu, G. Wu, J. Chen, F. Fei, J. D. Mai, and W. J. Li. Design and simulation
of self-powered radio frequency identification (RFID) tags for mobile temperature
monitoring. Science China Technological Sciences, 56(1):1–7, 2013.

[30] J. Currie and D. I. Wilson. OPTI: Lowering the Barrier Between Open Source Op-
timizers and the Industrial MATLAB User. In N. Sahinidis and J. Pinto, editors,
Foundations of Computer-Aided Process Operations, Savannah, Georgia, 8–11 Jan-
uary 2012.

[31] F. Dabbene, P. Gay, and N. Sacco. Optimisation of fresh-food supply chains in un-
certain environments, Part I: Background and methodology. Biosystems Engineering,
99(3):348–359, 2008.

[32] F. Dabbene, P. Gay, and N. Sacco. Optimisation of fresh-food supply chains in un-
certain environments, part II: A case study. Biosystems Engineering, 99(3):360–371,
2008.

[33] A. Dada and F. Thiesse. Sensor applications in the supply chain: the example of
quality-based issuing of perishables. In The Internet of Things, pages 140–154.
Springer, 2008.

[34] J. de Baerdemaeker, L. Lemaitre, and R. Meire. Quality detection by frequency-
spectrum analysis of the fruit impact force. Transactions of the American Society of
Agricultural Engineers, 25(1):175–178, 1982.

[35] M. de Keizer, R. Haijema, J. M. Bloemhof, and J. G. A. J. van der Vorst. Hybrid
optimization and simulation to design a logistics network for distributing perishable
products. Computers and Industrial Engineering, 88:26–38, 2015.

[36] M. de Keizer, R. Akkerman, M. Grunow, J. M. Bloemhof, R. Haijema, and J. G. A. J.
van der Vorst. Logistics network design for perishable products with heterogeneous
quality decay. European Journal of Operational Research, 262(2):535–549, 2017.



110 Bibliography

[37] A. Dellacasa. Refrigerated transport by sea. International Journal of Refrigeration,
10(6):349–352, 1987.

[38] E. Dermesonluoglu, G. Katsaros, M. Tsevdou, M. Giannakourou, and P. Taoukis.
Kinetic study of quality indices and shelf life modelling of frozen spinach under
dynamic conditions of the cold chain. Journal of Food Engineering, 148:13–23,
2014.

[39] P. Ding, S. H. Ahmad, A. R. A. Razak, N. Saari, and M. T. M. Mohamed. Plas-
tid ultrastructure, chlorophyll contents, and colour expression during ripening of
Cavendish banana (Musa acuminata’Williams’) at 18◦C and 27◦C. New Zealand
Journal of Crop and Horticultural Science, 35(2):201–210, 2007.

[40] M. C. do Nascimento Nunes, M. Nicometo, J. P. Emond, R. B. Melis, and I. Uysal.
Improvement in fresh fruit and vegetable logistics quality: berry logistics field stud-
ies. Philosophical Transactions of the Royal Society A: Mathematical, Physical and
Engineering Sciences, 372(2017), 2014.

[41] C. Du and D. Sun. Learning techniques used in computer vision for food quality
evaluation: a review. Journal of Food Engineering, 72(1):39–55, 2006.

[42] C. Duarte, M. Guerra, P. Daniel, A. L. Camelo, and A. Yommi. Quality changes of
highbush blueberries fruit stored in CA with different CO2 levels. Journal of Food
Science, 74(4):S154–S159, 2009.

[43] European Commission. Case M.7220 - Chiquita Brands International/ Fyffes,
2014. http://ec.europa.eu/competition/mergers/cases/decisions/m7220 20141003
20212 4073454 EN.pdf, (Accessed: 10-09-2018).

[44] European Commission DG Agriculture and Rural Development Unit G2.
EU Banana Market, 2018. https://ec.europa.eu/agriculture/sites/agriculture/files/
fruit-and-vegetables/product-reports/bananas/reports/market-2018-04 en.pdf, (Ac-
cessed: 10-09-2018).

[45] D. J. Favell. A comparison of the vitamin C content of fresh and frozen vegetables.
Food Chemistry, 62(1):59–64, 1998.

[46] J. C. Ferrer, A. Mac Cawley, S. Maturana, S. Toloza, and J. Vera. An optimization
approach for scheduling wine grape harvest operations. International Journal of
Production Economics, 112(2):985–999, 2008.

[47] S. C. Fonseca, F. A. R. Oliveira, and J. K. Brecht. Modelling respiration rate of fresh
fruits and vegetables for modified atmosphere packages: a review. Journal of Food
Engineering, 52(2):99–119, 2002.

[48] Food and Agriculture Organization (FAO). Global food losses and food waste
- Extent, causes and prevention, 2011. http://www.fao.org/docrep/014/mb060e/
mb060e00.pdf, (Accessed 10-09-2018).

[49] Food and Agriculture Organization (FAO). Banana market review 2015–2016, 2017.
http://www.fao.org/3/a-i7410e.pdf, (Accessed: 10-09-2018).



Bibliography 111

[50] Food and Agriculture Organization (FAO). Banana market review: Preliminary re-
sults for 2017, 2017. http://www.fao.org/economic/est/est-commodities/bananas/en/,
(Accessed: 10-09-2018).

[51] H. P. Geering. Optimal control with engineering applications. 2007.
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[130] K. Tano, M. K. Oulé, G. Doyon, R. W. Lencki, and J. Arul. Comparative evaluation
of the effect of storage temperature fluctuation on modified atmosphere packages of
selected fruit and vegetables. Postharvest Biology and Technology, 46(3):212–221,
2007.

[131] P. S. Taoukis and T. P. Labuza. Applicability of time-temperature indicators as shelf
life monitors of food products. Journal of Food Science, 54(4):783–788, 1989.



Bibliography 117

[132] S. Taylor. Postharvest handling: A systems approach. Academic Press, 2012.

[133] The Waste and Resources Action Programme (WRAP). Household food and drink
waste in the UK, 2009. http://www.wrap.org.uk/sites/files/wrap/Household food
and drink waste in the UK - report.pdf, (Accessed: 10-09-2018).

[134] L. M. M. Tijskens and R. G. Evelo. Modelling colour of tomatoes during postharvest
storage. Postharvest Biology and Technology, 4(1):85–98, 1994.

[135] L. M. M. Tijskens and J. J. Polderdijk. A generic model for keeping quality of
vegetable produce during storage and distribution. Agricultural Systems, 51(4):431–
452, 1996.

[136] S. Tromp, R. G. M. van der Sman, H. M. Vollebregt, and E. J. Woltering. On the pre-
diction of the remaining vase life of cut roses. Postharvest Biology and Technology,
70:42–50, 2012.

[137] T. Tsironi, A. Stamatiou, M. Giannoglou, E. Velliou, and P. S. Taoukis. Predictive
modelling and selection of time temperature integrators for monitoring the shelf life
of modified atmosphere packed gilthead seabream fillets. LWT-food Science and
Technology, 44(4):1156–1163, 2011.

[138] B. Vallejo-Cordoba, G. E. Arteaga, and S. Nakai. Predicting milk shelf-life based on
artificial neural networks and headspace gas chromatographic data. Journal of Food
Science, 60(5):885–888, 1995.

[139] M. A. J. S. van Boekel. Kinetic modeling of food quality: A critical review. Com-
prehensive Reviews in Food Science and Food Safety, 7(1):144–158, 2008.

[140] C. W. P. van der Linden. Optimization models for banana production and transport.
MSc literature report no.:2017.tel.8127, Dept. of Maritime & Transport Technology,
Delft University of Technology, 2017.

[141] U. van Meeteren. Causes of quality loss of cut flowers - a critical analysis of posthar-
vest treatments. In Proceedings of the IX International Symposium on Postharvest
Quality of Ornamental Plants 847, pages 27–36, Odense, Denmark, 2008.

[142] M. van Zeebroeck, H. Ramon, J. de Baerdemaeker, B. M. Nicolaı̈, E. Tijskens, et al.
Impact damage of apples during transport and handling. Postharvest Biology and
Technology, 45(2):157–167, 2007.

[143] C. N. Verdouw, A. J. M. Beulens, J. H. Trienekens, and T. Verwaart. Mastering
demand and supply uncertainty with combined product and process configuration.
International Journal of Computer Integrated Manufacturing, 23(6):515–528, 2010.

[144] C. N. Verdouw, A. J. M. Beulens, and J. G. A. J. van der Vorst. Virtualisation of flori-
cultural supply chains: A review from an Internet of Things perspective. Computers
and Electronics in Agriculture, 99:160–175, 2013.

[145] C. N. Verdouw, J. Wolfert, A. J. M. Beulens, and A. Rialland. Virtualization of
food supply chains with the Internet of Things. Journal of Food Engineering, 176:
128–136, 2016.



118 Bibliography

[146] K. B. Walsh. Chapter 8 - postharvest regulation and quality standards on fresh pro-
duce. In Wojciech J. Florkowski, Robert L. Shewfelt, Bernhard Brueckner, and Stan-
ley E. Prussia, editors, Postharvest Handling, pages 167–215. Academic Press, San
Diego, California, 3rd edition, 2014.

[147] C. Wang. Chilling injury of fruits and vegetables. Food Reviews International, 5(2):
209–236, 1989.

[148] R. C. Wright, H. Rose, and T. M. Whiteman. The commercial storage of fruits,
vegetables, and florist and nursery stocks. In R. E. Hardenburg, A. E. Watada, and
C. Y. Wang, editors, Agriculture Handbook. United States Department of Agriculture,
Washington DC, 1986.

[149] A. Wrzodak and F. Adamicki. Effect of temperature and controlled atmosphere on
the storage of fruit from long-life tomatoes. Vegetable Crops Research Bulletin, 67:
177–186, 2007.

[150] R. Wustman. Qualitative analysis of starch potato production on farms in Northeast
Netherlands. Potato Research, 48(3-4):117–129, 2005.

[151] R. Wustman and P. C. Struik. The canon of potato science: 35. seed and ware potato
storage. Potato Research, 50(3-4):351–355, 2007.

[152] J. Xin, R. R. Negenborn, and G. Lodewijks. Energy-efficient container handling
using hybrid model predictive control. International Journal of Control, 88(11):
2327–2346, 2015.

[153] L. D. Xu. Information architecture for supply chain quality management. Interna-
tional Journal of Production Research, 49(1):183–198, 2011.

[154] K. L. Yam, P. T. Takhistov, and J. Miltz. Intelligent packaging: concepts and appli-
cations. Journal of Food Science, 70(1):R1–R10, 2005.

[155] B. Yan, S. Shi, B. Ye, X. Zhou, and P. Shi. Sustainable development of the fresh
agricultural products supply chain through the application of RFID technology. In-
formation Technology and Management, 16(1):67–78, 2014.

[156] M. Yu and A. Nagurney. Competitive food supply chain networks with application to
fresh produce. European Journal of Operational Research, 224(2):273–282, 2013.

[157] G. Zacharewicz, J. Deschamps, and J. Francois. Distributed simulation platform to
design advanced RFID based freight transportation systems. Computers in Industry,
62(6):597–612, 2011.

[158] S. Zanoni and L. Zavanella. Single-vendor single-buyer with integrated transport-
inventory system: Models and heuristics in the case of perishable goods. Computers
& Industrial Engineering, 52(1):107–123, 2007.

[159] P. E. Zerbini, M. Vanoli, F. Lovati, L. Spinelli, A. Torricelli, A. Rizzolo, and S. Lurie.
Maturity assessment at harvest and prediction of softening in a late maturing nec-
tarine cultivar after cold storage. Postharvest Biology and Technology, 62(3):275–
281, 2011.



Bibliography 119

[160] H. Zheng, R. R. Negenborn, and G. Lodewijks. Robust distributed predictive control
of waterborne AGVs–A cooperative and cost-effective approach. IEEE Transactions
on Cybernetics, 48(8):2449–2461, 2018.





Glossary

Conventions
The following conventions are used in this thesis for notation and symbols:

• A lower case character typeset in boldface, e.g., x, represents a column vector.

• A capital case character typeset in boldface, e.g., A, represents a matrix.

• A capital case character typeset in calligraphics , e.g., M represents a set.

• A subscript case character represents a particular element in a set e.g., li represents
the i-th element from set l.

• A superscript T e.g., xT represents that a transpose is taking place.

• A hat û represents the optimal values of u.

List of symbols and notations
Below follows a list of the most frequently used symbols and notations in this thesis.

k actual discrete time step
τ time step in a prediction horizon
m the m-th unit
i, j the i-th or the j-th node
Np length of prediction horizon
Ns length of simulation horizon
x system states
y system outputs
u system inputs
d system disturbances
l logistic states
q quality states
∆q quality changes
G set that contains all graphical elements
N set that contains all nodes in a graph
E set that contains all edges in a graph
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M set that contains all units in a system
P (i) set that contains all nodes that are predecessors of node i excluding i
S(i) set that contains all nodes that are successors of node i excluding i
lmi(k) binary variable representing unit m is at state i at time step k
umi j(k) binary variable representing unit m goes from state i at time step k to state j
qm(k) the value or states of quality of unit m at time step k
∆qm(k) the change of value of quality of unit m at time step k
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Samenvatting

In dit proefschrift worden hulpmiddelen geformuleerd voor beslissingsondersteunende sys-
temen voor de logistiek van bederfelijke goederen. Het proefschrift bevat ook een methode
waarmee bedrijven een schatting kunnen maken van wat het gebruik van het voorgestelde
logistieke systeem kan opleveren.

Bederfelijke producten worden overal op de wereld geproduceerd, vervoerd en gebruikt.
Door de transportketens voor deze producten kunnen we beschikken over veilige, verse en
betaalbare producten. Maar naar schatting gaat een derde van de agrarische producten,
die bedoeld zijn voor menselijke consumptie, verloren; wat neerkomt op 1.3 miljard ton
per jaar. Dit betekent ook dat een derde deel van de gebruikte grondstoffen en een derde
deel van de CO2-emissie ten gevolge van de productie en het transport van deze producten
worden verspild. Het verlies van de verse producten treedt op in de gehele keten, veelal
door de bederfelijke aard van de producten en door inefficienties en verstoringen in de keten.
Bijvoorbeeld: opstoppingen in de keten en overbevoorrading van een distributiepunt kunnen
verlies tot gevolg hebben. Storingen, zoals niet goed werkende koeling, kunnen bijdragen
aan verlies in de keten.

Recente technologische ontwikkelingen geven nieuwe inzichten voor het beheer van de
transportketen, waardoor het verlies kan worden verminderd. Met sensoren en communi-
catietechnologie kunnen planners beschikken over real-time informatie over de producten,
zoals locatie en versheid. De onderzoekvraag in de proefschrift is daarom hoe kunnen de
spelers in logistieke toevoerketens voor bederfelijke producten door gebruik van real-time
informatie de besturing en afstemming van de logistieke processen verbeteren, om verlies
van goederen te beperken?

Met klassieke wiskundige methoden kunnen niet genoeg details worden verwerkt voor
de beschrijving van bederfelijke producten in de logistieke keten. Daarom wordt in dit
proefschrift een algemeen framework voorgesteld waarin logistieke operaties worden be-
schreven en bestuurd volgens methoden uit de syteem- en regeltechniek. Het algemene
framework bestaat uit een modelleringsdeel, waarin rekening wordt gehouden met de kwa-
liteit van de producten, en een modelgebaseerde voorspellende regelstrategie. De goederen
in de keten worden gemodelleerd als een systeem met productkwaliteit en logisteke ken-
merken als variabelen. Het regelmodel bemeet het systeem en stuurt het zodanig dat de
verspilling kan worden geminimaliseerd.

In dit proefschrift is de voorgestelde methode gebruikt in case studies van de logistieke
keten van drie verschillende artikelen: bananen, industrie-aardappelen en rozen. De drie
producten verschillen in hun eigenschappen, gevoeligheid voor bederf en teruggang van
kwaliteit. Daardoor is een keten die geschikt is voor het ene artikel mogelijk niet geschikt
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zijn voor andere. De logistieke kenmerken van de drie ketens zijn daardoor verschilled.
De beschrijvingen van de drie systemen verschillen en ook de regelstructuren zijn mogelijk
verschillend. Uit resultaten van de drie case studies blijkt dat met het algemene framework
de effectiviteit van de planning van de logistieke keten kan worden verbeterd en verlies
kan worden verminderd. De grootte van de verbeteringen geeft aan hoeveel kan worden
verdiend door gebruik te maken van informatie over de goederen in de keten.



Summary

This thesis provides tools for decision support systems for perishable goods logistics. It
also provides an approach for enterprises to estimate the benefit of adopting the proposed
logistic systems.

Perishable products are produced, transported, and consumed all over the world. Thanks
to perishable goods supply chains, we can enjoy safe, fresh, and affordable products. Nev-
ertheless, it is estimated that one third of the agricultural products produced globally for
human consumption end up wasted, which amounts to 1.3 billion tonnes per year. This also
means that one third of the resources and greenhouse gas emissions for producing and trans-
porting these products are in vein. The wastage of these fresh products happens throughout
the supply chains, which are often caused by the perishing nature and inefficiencies of sup-
ply chain planning. For instance, congestions at a certain location or over supply at a retailer
may result in spoilage. Disruptions such as malfunctioning of cooling equipment can also
contribute to wastage in supply chains.

Recent technological developments provide new insights into supply chain manage-
ment, allowing further waste reduction. With sensors and communication technologies,
information of products such as location and freshness can be made known to supply chain
planners in real-time. Thus the research question of this thesis is given real-time informa-
tion of perishable goods logistics, in what ways can perishable goods supply chain players
better control and coordinate logistic processes to reduce loss of perishable products?

Traditional mathematical methods cannot capture enough details when describing per-
ishable goods in their supply chains. Therefore, this thesis proposes a general framework in
a system and control fashion to describe and control logistic operations. This general frame-
work consists of a quality-aware modeling method and a model predictive control strategy.
The quality-aware modeling method considers the perishable goods in the supply chain as
a system, with quality and logistic features. The model predictive control strategy observes
the system and steers the system in a manner that the wastage can be minimized.

In this thesis, the proposed method is used in case studies of supply chains with three
different commodities, namely bananas, starch potatoes, and cut roses. In each case study,
because each commodity is unique in its physiological nature, it perishes in a unique way.
Therefore, the supply chain takes care of the commodity in a way that may not suit other
commodities. As a result, the logistic features of the supply chains are also different from
each other. This requires the systems to be described differently, and control architectures
can also vary. Results from the case studies show that the general framework can improve
the effectiveness of supply chain logistic planning, and to reduce wastage. The improve-
ments are quantified to illustrate the benefit of making full use of the information on perish-
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able goods in supply chains.
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