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Chapter 1

Introduction

1.1 Container transport

Over the last decades, there has been a considerable groedhtainer transport globally.
Using a container, the freight can be stored in a standatditezl box during the process
of transport without being opened. The standardizationlt®# flexibility, low transport
cost and rapid transshipment [85], in particular when thgads transported over long
distances. Due to these advantages, containers have beely wsed for global freight
transport. Fig.I]1 illustrates the growth of containenggort in the last few years. A
further increase of container transport is expected, geqted for the coming years.

The global container transport consists of an extremeteland complex arrangement
of distribution networks and business activities. In théwwoek a container is typically
transported in an intermodal way [20], using a sequence faat two transport modes
(e.g., vessel, barge, train and truck) from its origin taliégstination. The transshipment of
containers involves manufactures, freight forwarderphg lines, terminal operators and
customers, forming a large supply chain.

As the transport hub, container terminals play an impontaletin the container trans-
port network. A container terminal represents the interfaetween different transport
modalities (e.g., vessel, barge, train and truck). Thesfearof containers from one trans-
port mode to another is performed at an intermodal contdareninal. As a result, the
performance of container terminals influences contaim@rsport considerably.

Automated container terminals can improve handling capadgjnificantly and reduce
investment cost [63, 65, 66]. The significant increase irdliag performance of container
terminals is attributed to advanced automated equipmemt @utomated guided vehicles,
automated stacking cranes). Currently several automatethioer terminals exist (e.g.,
ECT Delta, ECT Euromax, and RWG in Rotterdam and HHLA in Harghuvhile new
ones are being built (e.g., APM terminal MV2 in Rotterdamltdmation has become the
trend of container terminals for the future in the Westermlgio
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Figure 1.1: Global container trade including future projean, 1997-2017 (Based on data
from Drewry Shippin Consultant@ZS], Clarkson Researehviees Eb], and
IHS Global Insight|[52].)

1.2 Problem statement

The terminal operation can typically be split in three patt® sea or quayside operation,
the stacking operation and the landside operation. Thesigeyperation is a major part
of automated container terminals. At the quayside, vessefsarticular deep-sea vessels,
arrive at and depart from the terminal with a great numberooft@iners. The containers
at automated container terminals are processed by a largberwf unmanned machines
(e.g., quay crane (QCs), automated guided vehicle (AGVd)aartomated stacking cranes
(ASCs)). Forinstance, the ECT Delta terminal at Rotterdams36 QCs, 265 AGVs and
137 ASCSEIZ]. These unmanned machines are working in aratttee way and transport
containers between the quayside area and the stacking atesse interactive quayside
operations can be seen in Hig.]1.2.

The growing amount of containers that arrive and depart edthtainer ships increases
the pressure on terminal operators. In the year 2000, thectgmwf a container vessel was
typically 6,000-8,000 twenty-foot equivalent units (TBta 2013, the number of contain-
ers carried by a container vessel can be up to 18,000 TEU [8H.to the increased size of
a container vessel, the turnaround time of the containeselesay increase significantly if
no measures are taken by terminal operators. This is agh#shipping company’s expec-
tation. To retain the terminal’s competitiveness, mainitaj an acceptable turnaround time
motivates terminal operators to improve the performance.

For improving the performance of the terminal, currentlgréhare two major problems
that must be addressed. The first problem is the energy eificief whole terminal oper-
ation, as raised for terminal operators due to the increasetyy price and environmental
stressﬂS]. Container terminals consume a great deal afjgtleat leads to a significant
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Figure 1.2: The Euromax container terminal (Courtesy of ECT

amount of CQ. As an example of the order of magnitude, the yearly elégtramnsump-
tion of the ECT Delta terminal in Rotterdam is around 45,000Mwith a yearly transship-
ment volume of 4,260,000 TEU, producing 71.3 ktonzq@]. The balance between the
handling capacity and energy consumption becomes a pabptizblem for terminal opera-
tors, since ports are expecting more sustainable contaEmaials by improving emission
caps.

The second problem is the challenge for implementing mot@naumous equipment at
container terminals in order to improve operation efficien8oon, new developed GPS-
based AGVs are expected to enter the market [15]. This new ABvs free-ranging
behaviour and shortens the driving distance consideratmhpared to the fixed path guided
using makers, wires, lasers or computer vision. Neversisethe free-ranging behavior of
AGVs increases the complexity for controlling terminal cgg®ns. On the one hand col-
lision avoidance of two AGVs must be considered for safebsoms. On the other hand
AGVs cooperate with other types of machines (e.g., QCs ardsA#iteractively for load-
ing or unloading vessels. Therefore, advanced controkifgos for integrating the inter-
action of multiple AGVs and the interaction of AGVs with othtgpes of equipment must
be developed for increasing the terminal efficiency.

The research on container terminals that has been invesdigaensively over the last
decadesmﬂﬂtm], is mainly carried out in the field of tiperations research. The
results of the existing literature lead to positive advamerts and provides the insights on
improving the performance of container terminals, e.diesltling problems of interacting
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machines for improving handling capacity of the quaysidspatching of automated guided
vehicles for reducing the cost for terminals operators.

Despite the accumulation of literature on container teatsinthe two problems men-
tioned are not addressed completely. The knowledge of tipesaresearch focuses on the
system level neglecting important individual properti€smachines, which influence en-
ergy efficiency and detailed applicable scheduling wheortes to the collision avoidance
of free-ranging AGVs. Therefore, there are several opeamessselated to the control of
automated container terminals at the operational level:

e Energy management in seaports has not been investigatiédesly [1]. Energy
efficiency of container terminals has been addressed atrétegic level|[84, 105].
Nevertheless, it is under development at the operational.le

e The way to implement free-ranging AGVs for performing a higindling capacity
at container terminals is still not clear. The current sctied schemel[17, 18, 59]
cannot incorporate the detailed collision-free trajegtoff AGVs. The interference
between AGVs is difficult to anticipate without schedulingdecontrolling detailed
movements of AGV4 [59].

1.3 Research question

Following the scientific problems, this thesis aims to itigggehow to improve energy ef-
ficiency and implement autonomously moving equipment ofizated container terminals
at the operational level

This main research question leads to three key researctianges

1. To what extent can the energy consumption be reduced wigiletaining an accept-
able operational performance?

2. What complexity of control algorithms should be consadig

3. How can the collision-free trajectory planning of AGVsiasther equipment be inte-
grated with the scheduling of interacting machines in auti®h container terminals?

Before answering these three key research questions,ersine literature review will be
carried out to further motivate the choice for these resedirections.

For answering these key questions, as a whole this thegiges a mathematical ap-
proach structured around the system and control frameviidris framework is illustrated
in Fig.[1.3. In this framework a container terminal is regatds a collection of several
subsystems in which each subsystem has its own dynamicstenddts with other subsys-
tems. For controlling such a complex system, results ofrobttteory, like model predictive
control [82] and distributed contral [92] are consideredtss supportive tools ultimately
improving the performance of container terminals.

1.4 Structure of this thesis

To answer the identified research questions of this thesikeifollowing chapters these two
major problems in operational control of automated comtaiarminals are discussed and
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Figure 1.3: The system and control framework of a contaieeminal. (The solid line de-

scribes the interaction of two types of equipment for hargdéi container and
the dash line indicates the possible collision between tGY#\)

new solutions are proposed. Hig.]1.4 illustrates a grougiitige chapters in related subjects
and an ordering in which the chapters can be read. This tlsesiganized as follows:

Chapter 2 presents the background material and literature reviewpenational con-
trol of automated container terminals briefly. A descriptaf the main characteris-
tics of terminal operations is given. The existing appr@actor operational control
of container terminals are discussed. Moreover, the beadhaystems used later on
in this thesis for analysis are proposed.

In Chapter 3 the energy efficiency for a compact container handling syssestud-
ied. The dynamics of inter-connected components are madedang hybrid au-
tomata. After translating hybrid automata into mixed lodymamical models, a hy-
brid model predictive controller (MPC) is proposed for ashing energy efficiency in
real-time operation. This chapter partially answers kegaech question 1.

In Chapter 4 the topic emphasized is energy-efficiency of a medium-suai¢ainer
terminal system. The case of the open-loop control prob¢edisicussed in this chap-
ter. The dynamics of container terminals are decomposedlistrete-event dynam-
ics and continuous-time dynamics. Correspondingly a hiéieal control architec-
ture for reducing control complexity of container termmed proposed. This chapter
partially answers key research question 1 and 2.

Chapter 5follows up on the result of Chapter 4 and further exploresgnefficiency
for real-time operations, still in the scope of the mediurals terminal. Based on the
result of the open-loop controller, an event-driven recgdiorizon controller is pro-
posed for the closed-loop case. The proposed controllerechrce the computational
burden and handle two types of uncertainties. This chapteiafly answers key re-
search question 1 and 2.

In Chapter 6 a large-scale terminal system is investigated. The relganablem
focuses on integration of the collision-free trajectorgrpiing of free-ranging AGVs
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Chapter 1:
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Figure 1.4: Road map. Arrows indicate read before relations

in interaction with the other equipment with the schedulifignteracting machines.
A 2-degree of freedom model for AGVs is considered, as wedtatic and dynamical
obstacles. A new algorithm is proposed for generating thiesiom-free scheduling
by solving a collection of small scale optimization probkenThis chapter partially
answers key research question 2 and 3.

e Chapter 7 summarizes the results of this thesis and outlines dinestfor future
research.



Chapter 2

Container handling review and
benchmark definition

This chapter presents the overview of container handlimbd&ifines the benchmarks used
throughout this thesis. Section 2.1 introduces contairenibal operations. The research
on decision problems of container terminals and advancattadaechnologies for large-
scale systems are subsequently reviewed in Section 2.2 exih$2.3. Section 2.4 pro-
poses the details of three benchmark systems that will letfos¢he rest of the thesis.

2.1 Container terminals

A container terminal represents the interface among diffetransport modalities in an in-
termodal transport network. The container terminal tyljceonnects the modalities of
vessel, barge, train and truck. The transfer from one tr@mspodality to another for con-
tainers is performed at the container terminal.

Container terminals handle two types of containers: inllcamd outbound containers.
Inbound containers are shifted from container vessels endedivered to customers on land
via railways, trucks or barges. Outbound containers arepipesite of inbound containers.
The containers from railways, trucks or barges are tratiegdo container vessels. In this
thesis the transshipment containers between the bargédanes$sel are considered to be
stored temporarily in the stack.

The overview of a typical intermodal container terminalteys is given in Fig[2]1,
which illustrates the handling areas and the equipment@yeplvisually. An intermodal
container terminal basically consists of the areas as slioWwiy.[2.2:

e Quayside area
In the quayside area, vessels are located at the berth ftintpar unloading contain-
ers using quay cranes (e.g., single or dual trolley cranes).

e Stacking area

The stacking area is considered as a place for temporaggeaf containers that are
potentially shifted from one transport mode to another. t&imer stacking is either

7
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Quayside Landside

I- \r.v_ihyﬁ
Stack
Ea ‘l B
. HQ.ETHH“HE B Hl B
i a? B | Quay Crane  Vehicles Vehicles
. Trucks, Train
Vessel
Figure 2.1: Overview of a typical container terminal syst{94].
Quayside Stacking Landside
Area Area Area
Railway
Barge > . Train =
Waterway ¢ Quayside Landside
e Transport Yard Transport Road
Area Area
Vessel - - L,:‘>

Figure 2.2: The main areas in a container terminal.

performed by gantry cranes or by straddle carriers. Stgckianes could be rail-
mounted gantry cranes or rubber-tired gantry cranes. Hu&istg area is sometimes
also called the yard area.

e Landside area
The landside area is connected to the mainland where triadsthrough gates via
roads and trains are both loaded and unloaded by gantryxrane

e Quayside transport area

The quayside transport area connects the quayside andattiéngt area, involving
a number of vehicles for transporting containers. The \ekican be non-lifting
vehicles (e.g., AGVs or trucks) or lifting vehicles (e.gL\%s or straddle carriers). A
group of vehicles owned by the terminal is referred to as #téale fleet.

e Landside transport area
Between the yard area and the landside area, containersaaedrby trucks with
trailers, multi-trailers, or straddle carriers.

The operations of unloading and loading containers at aadogit terminal can be de-
scribed as follows. When a vessel arrives at a berth, theagws have to be taken off the
vessel by quay cranes. Then each container is transportad/ekicle from the quayside
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Strategic level
(Time scale: Years)

Tactical level
(Time scale: Days-Months)

A

Operational level
(Time scale: Minutes-Days)

Figure 2.3: The decision problem of container terminals iffiedent levels.

area to the yard area after being unloaded from a quay crastacking crane will pick up
the container and move it to a position in the stacking arasernthe containers are retrieved
by a stacking crane from the stacking area and transportaddther mode, such as barge,
train or truck.

A container terminal can be categorized as a manual comtemainal, an automated
container terminal or a semi-automated container termifra manual container termi-
nal the handling machines of containers are operated by hsinraan automated container
terminal all pieces of equipment used for transporting aimers are automated, which min-
imizes the use of human operations. A semi-automated ec@rtedntains a combination of
manual operations and automated operations.

The performance of container terminals can be evaluated wsirious key performance
indicators (KPIs). A primary performance indicator is tlhwenaround time of the vessel
[53,193,94], as emphasized by both shippers or terminalatpes. The turnaround time
is related to other performance indicators that link thegpeort processes of the terminal
directly, e.g., completion time [IL4, 1[7,118], energy congtion [84,199], vehicle driving
distance|[31], etc.

2.2 Review on container terminal handling

This section reviews state-of-the-art technologies foitaimer terminal handling in the lit-
erature. The first part of this section discusses the degmioblems at three different levels
and the second part focuses on the operational control e&ican terminals.

2.2.1 Decision problems

Decision problems at container terminals can be categbiiz® three levels: strategic,
tactical and operational [47, /80, 101] according to the tirogzon involved, as shown in

Fig.[23.
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Decision problems at the strategic level concern the laghtiie terminal and equipment
selection of the terminal, which can be used for a couple afgie~or instance, Zhen et al.
[121] compared two types of automated container terminadsevaluated the performance
of these two types quantitatively; Vis et al. [102] studiea ttypes of automated vehicles
(AGVs and ALVs), performing a feasibility and economic aysé on these two types of
vehicles.

Tactical problems typically focus on the capacity level gfipment and determine the
necessary number of the piece of equipment for completiegatipns efficiently, ranging
from days to months. In the recent literature Alessandri.ef2] proposed a dynamical
approach for determining the percentage of available ressuor a particular carrier of
one modality using the discrete-time flow model. The numb&@Vs in a semi-automated
container terminal is determined using a minimal flow altyoriin [103].

At the operational level, the detailed operation of equiptfer transporting containers
should be decided, in which the timescale varies from mmtgedays. The decisions in-
clude which piece of equipment processes which containgmadrich route is chosen for
transporting containers. The operational decision prabte/olves the most complex pro-
cess of the terminal operation and has received significattiéntion in the transportation
society [93, 94]. In the following part, we review the varsoapproaches for the operational
decision problem closely related to the scope of this thesis

2.2.2 Approaches for operational control

At the operational level, approaches for solving decisicobfems of container terminals
can be categorized as programming-based approaches agticahapproaches. In the
following part, we will review these two types of approackeparately.

Programming-based approaches

The programming-based approaches use a computer langudgsdribe the behavior of
equipment for handling containers in a container termirlal.the literature, the object-
oriented language and the agent-oriented language arediinstneam concepts in the cate-
gory of programming-based approaches.

e Object-oriented programming

Object-oriented approaches provide a programming pamadigjing the concept of
“object” for modeling the terminal. In the object-orientagproach, an object is an
entity contains a set of attributes and a set of methodsibétes are factual descrip-
tions of the object and the methods are functions that erlablebject to manipulate
its attributes and communicate with other objects [71]. Ha bbject-oriented ap-
proach, all physical and conceptual entities can be coreidebjects/[116]. When
it comes to a container terminal, each component of the texihfe.g., one piece of
equipmentor a vessel) can be modeled as an object. Basee objétts that describe
equipment, a container terminal is constructed.

Regarding the object-oriented programming approach, kzuien et al. [29] develop
a simulation model for a large-scale automated contaimenital based on a traffic
control engineering system TRACES that guarantees sabetiyng; this model is
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used for validating experiments and sensitivity analy$ipazameters. Bielli et al.
[7] develop a distributed discrete-event simulation magehg the object-oriented
programming for evaluating different operation policieslaesource allocation pro-
cedures of the container terminal. In|[45] a detailed cortaterminal model based
on an object-oriented simulation model Plant Simulatigpressented and the perfor-
mance of container terminals are analysed by varying thedspeequipment.

The object-oriented approaches focus on developing aidecsipport system for
simulating container terminals, in which the effect of difint operation policies and
parameters on the performance of the terminal can be eealu@he detailed control
and optimization algorithm can be incorporated as the djperpolicy of the decision
support system.

e Agent-oriented programming

Agent-oriented programming focuses the concept of “agent’ the cooperation of
multiple agents, typically referred to as a multi-agenteys In the agent-oriented
programming, an agent is a computer system that is capabideendent action on
behalf of its user or owner and a multi-agent system conefsésnumber of agents
which interact with each other, typically by exchanging sseges|[68]. Similarly
to the object-oriented programming, each component of ¢aguer terminal can be
represented by an agent. The agent-oriented approachasgsuhe simultaneous
operations and interactions of multiple agents, in whictheagent strives to com-
plete their specified goals by communicating, coordinagimg negotiating with other
agents and eventually improve the performance of the teximin

Several works have been carried out with respect to the dgpesgd programming.
Henesey|[48] proposes a multi-agent approach that aims @irimg the perfor-
mance of the container terminal from the terminal manageispective by means
of increasing the capacity of available resources; howeherfocus is on the multi-
agent architecture among the pieces of equipment of theaitmntterminal, rather
than the control and optimization algorithm of the equipmérmter, Henesey et al.
[49] use an agent-based simulator and evaluated operhpiolices in transshipping
containers with real data for verification. Xiao et al. [1(@8ppose a distributed
agent system for port planning and scheduling of the bettitation and require-
ments for shuttles, in which a large complex problem can loeigposed into a few
smaller and manageable ones with information exchangedegtthe agents, result-
ing in more efficient management. The coordination and catjpm are addressed
for berth allocation without considering the detailed aination between individual
pieces of equipment at the operational level.

The agent-oriented approaches concentrate on investigtite architecture of the
multi-agent system for a container terminal, resultingnnrgelligent decision sup-
port system by means of communication, coordination anghedion between in-
telligent agents. Nevertheless, the optimal coordindbietween different pieces of
equipment at the operational level is not addressed usegghnt-oriental approach.
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Analytical approach

Besides programming-based approaches, analytical agfpeanodel and optimize the op-
erations mathematically, in which equipment schedulind)ehicle management are typ-
ically considered separately. Equipment scheduling isedforelated to turnaround time
of the vessel and it therefore determines operations ofpaggnt at particular times for
completion of all containers. Vehicle management focusesassignment and routing of
vehicles. Although it is somehow overlapped with equipnsafieduling, vehicle manage-
ment is discussed in another division in particular duegdigh flexibility and complexity.

e Equipment scheduling

At container terminals, the turnaround time of the vessal ggimary performance
indicator for terminal operators|[9, 23]. Therefore, theqgais of equipment of the
container terminal need to be employed optimally by minimgzhe completion time
of handling containers. This motivates the investigatibthe scheduling problem
in which a number of jobs (e.g., containers) are assignedddable resources at
particular times for the minimization of the turnaroundeéim

Due to the complexity of the container terminal operati@hesluling problems of a
particular area are investigated for simplifying the schie) of the overall terminal.
For the quayside area, the quay crane scheduling problesmdees the sequence of
the QCs’ handling jobs and time points at which these areoped [8] 26| 60, 64,
119], considering different objectives and various operet constraints. Although
the landside is not directly related to the quayside opemathe yard crane scheduling
problem of a single block [36, 3[7,[75] and multiple blodks,|46] have been studied
for improving operation efficiency of the stacking area.

However, the transport of a container depends on the intereaf multiple machines
from areas all over the container terminal. The individw@desluling of equipment
may lead to the loss of the overall performance. This maw#be research of inte-
grated scheduling of multiple areas. Cao et al. [14] comsiueintegrated scheduling
of the quayside transport area and the stacking area. Fonthe, the quayside area,
the quayside transport area and the stacking area togethstitate the transport of
containers between the vessel and the stack and thereére¢lyrated scheduling of
these three areas has been investigated [17, 18,162, 72].

The scheduling problem of equipment aims at minimizing thmpletion time of
all jobs, which directly or indirectly reduces the turnamoutime of the vessel. The
scheduling problem has been integrated for optimally cimatthg different types of
equipment. Still, the scheduling problem is concerned ptitiductivity improvement
only without considering energy efficiency in the schedyiimoblem. Furthermore,
the integrated scheduling problem is typically formulatedan open-loop control
problem and therefore cannot handle uncertainties in tingit@l environment.

Vehicle management

In the quayside transport area, a number of vehicles arefasdnsporting contain-
ers between the quayside area and the stacking area. Theyamipehicles can be
self-lifting vehicles (e.qg., straddle carriers and ALVg)danon-lifting vehicles (e.g.,
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yard trucks and AGVs) [15]. At the operation level, the védimanagement prob-

lem involves determining which vehicle transports whiclnteaner and which route

is chosen[15, 101]. Typically the route of the vehicle islad when the assignment
decision has been made [100].

The first problem, referred to as the assignment probleno, &s$ign a container to
a particular vehicle by maximizing or minimizing a definedesttive function. The
objective function can be the minimal delay time, operatiost, completion time
and etc|[100]. As a type of non-lift vehicles, AGVs are widelsed in automated
container terminals and therefore quite a few works have ldeae with respect to
the assignment of AGVs. In[59] a look-ahead dispatchincho@vlogy is suggested
by minimizing the total delay of crane quays with a small ggran the total distance
of AGVs. Grunow et al.[[43] investigate a real-time dispatghof multi-load AGVs
using a sequential coordination scheme for different tygfejuipment. Briskorn et
al. [10] also consider a real-time dispatching method basedn analogy to inven-
tory management. Angeloudis et al! [3] propose an AGV assétt algorithm by
maximizing the total benefit taking some uncertainties atoount, which is suitable
for real-time of AGVs. Besides the non-lift vehicles, thesigament of self-lifting
AGVs is also considered. Cai et al. [11] propose reschedylodicies for large-scale
task assignment of autonomous straddle carriers undeximcies.

It is noted that the vehicle assignment problems of the ddaysansport area are
considered preferably under uncertainties for adjustimagnges in the terminal en-
vironment in real-time. The assignment problem of AGVs issttyoconsidered as

an individual research problem using different simplificatprocedures. However,
due to its strong interconnection with the quayside areagtlayside handling capac-
ity should be demonstrated explicitly using a particulgoaithm for assigning the

AGVs.

The second problem is the routing problem which focuses oidang collision and

deadlock between different autonomous vehicles (e.g., #§G\Whe routing layout
involved typically considers the mesh routing and the fi@aging routing. The mesh
routing searches the shortest route between an origin aestimdtion through a fixed
path in the mesh, while the free-ranging routing allows a-ravel trajectory instead
of sticking to a fixed path. For the mesh routing problem, Kima¢ [58] develop an

efficient deadlock prediction and prevention algorithm &\s by occupying more
grid-blocks for each vehicle; Zeng et al._[118] develop acdite-time model for
general container routing in mesh route layouts and prapaseuting algorithm for

collision avoidance by allowing the vehicle to change itogiy at the interactions;
Gawrilow et al. [34] suggest a conflict-free dynamic routaigorithm incorporating

the time-dependent model of AGVs and therefore both the icoafid deadlock can
be prevented when the route is made. When it comes to thedregng routing,

Duinkerken et al. |[30] propose an approach for collisiogeftrajectory planning
of AGVs that aims to complete the operations within the giseheduled windows;
however, the quayside handling capacity is not clearlycatdid.

The mesh routing problem and the free-ranging routing nokare investigated for
preventing collision and deadlocks of vehicles during ttegport process in the
guayside transport area. The trajectory planning of feeeging AGVs for a high
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quayside handling capacity has hardly been investigatedalthe complexity of the
integrated planning problem.

Summary

Programming-based approaches and analytical approachggmamain categories for ad-
dressing the operational decision problems of contaimaritels. The programming-based
approach aims to develop a decision support system foraiadpand analysing the perfor-
mance of the terminal, in which the detailed control androjation algorithm can be in-
corporated as the operation policies of the decision suggetem. The analytical approach
focuses mathematical optimization for determining thaitled scheduling, assignment and
routes of equipment for maximizing the performance of theieal. The existing schedul-
ing problem are integrated with different types of equiptrdre to its interaction, but the
focus is on only productivity without considering energfi@éncy. There is little attention
paid on trajectory planning of free-ranging AGVs and furtineestigation on implementing
free-ranging AGVs for the high quayside handling capactyéeded.

2.3 Control for large-scale systems

A container terminal is in this review regarded as a largeessystem, in which each piece
of equipment has its own dynamics and different pieces oipagent coordinate with each
other. To cope with new challenges of container terminalsaaced methodologies for
controlling these pieces of equipment have to be developleid.section reviews advanced
control approaches for large-scale systems, detailinditfiebetween advanced control
approaches for large-scale systems and the containemnigrfuither.

A large-scale system includes a large number of subsystatheach subsystem inter-
acts with other subsystems. The control of such a largee syastem bring great challenges
to control engineers due to its computation complexity asdmunication limits|[6/7, 92].
For addressing these challenges, distributed control &rarichical controll[67, 87, 92]
decompose the complexity for controlling the large-scakean and these advanced has
been applied into various application areas, like powenots [4,/33| 55], water networks
[272,[74/76| 717] and transportation networks [24,73, 79, et

2.3.1 Centralized control

A centralized control system considers an unique contrédiethe whole system. The
decisions of the centralized controller are determine@thas a model that describes the
dynamics of the system as a whole assuming all the informatidhe system is available.
The centralized control structure is given in Fig.]2.4.

Centralized control is regarded as a classical approactdinirolling everything con-
sidered in the system naturally. However, control of a lesgale system requires new tech-
niques. As the scale of the system increases, the centtalardroller is not realistic due to
the amount of information to be considered for modeling amésarements [67]. Instead,
the overall system has to be decomposed into several sebsysh which each subsys-
tem is controlled locally via communication. This motivatae development of distributed
control and hierarchical control.
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In the domain of container terminals, most of analyticalrapphes for solving opera-
tional decision problems use the centralized control fraork. For instance, the scheduling
problem of equipment is determined by a centralized coletrol

2.3.2 Distributed control

A distributed control system is a control system, whereirthesaubsystem is controlled by a
controller locally and each local controller coordinatégwveach other. In distributed con-
trol problems the local controllers are completely or alhiodependent [67] and therefore
a distributed control system is typically formulated in agde level. A distributed control
structure can be shown in Flg. 2.5,

Distributed model predictive control [13,169] is regardedaaverful approach for ad-
dressing large-scale complex problems. Theoretical dpweénts on distributed model
predictive control have grown rapidly recently, includisgyeral fundamental issues, e.g.,
decoupling|[56, 104], stability [95] convergence![38], anomication|[70] and etc. Further-
more, distributed model predictive control has been adphi& power systems|[4], water
systems|[27, 74], multiple robots [57,/61], transportaggatems|[24], etc.

In container terminals, although Van Dam|[22] discuss themital of distributed con-
trol for trajectory planning of free-ranging AGVs, therenis particular paper that addresses
operational problems using the distributed control.
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2.3.3 Hierarchical control

Hierarchical control addresses the situation in which llgoatrollers are not independent
but have to respond to the data of other local controller [Gfiich is different from the
distributed control system. Considering this propertyargé-scale system is decomposed
into several levels using a hierarchical structure for tberdination of difference levels.
Therein a large control problem is decomposed several englb-problems for solving. A
typical hierarchical control structure is illustrated iig f2.8.

Hierarchical control has been applied into many applicegidn the domain of power
systems, Kamwa et al. [65] develop a hierarchical approachtébilizing control of large
power systems; Edlund el al. |33] investigate a hierardimaadel-based predictive control
for predicting and control of the renewable energy genenaiin [44] a hierarchical con-
trol architecture for intelligent microgrids is proposex integrating distributed renewable
energy sources. When it comes to water management, Zabez@aet al. [[117] apply
the hierarchical model predictive control into the irrigat canal planning; Ocampo et al.
[76,77] investigate the multi-level decentralised modeljictive control for drinking water
networks. In transportation applications, Papamichail €f79] propose a model-predictive
hierarchical control approach for coordinating ramp miatgof freeway networks; Zhang
et al. [120] develop a hierarchical decentralized decisi@hitecture for path planing of a
large number of flights; Nabais et al. [73] suggest a hieiaattmodel predictive control
using a flow perspective for modality exchanges of the frigiginsport network.

In container terminals, the programming-based approaatideer using the object-
oriented language or the agent-oriented language, cassidhierarchical control struc-
ture. In the object-oriented programming objects are ddfine hierarchical environment
[116]. The agent-oriented programming does not specidtizénierarchy in the definition
of agents. However, the existing agent-based programnpipgaches with respect to con-
tainer terminals typically propose the hierarchical aetture, e.g., [49, 106].
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2.3.4 Summary

Three control structures for addressing the large-scatesys are discussed. Due to the
overwhelming amount information for modelling and meamenats, distributed control
and hierarchical control are thereby considered for deasing the complexity. In the
existing research on container terminals, the progranyhagged approaches use the hier-
archical architecture while the analytical approachesiypaddress the control problem in
a centralized way.

2.4 Benchmark systems

Benchmarks are used for measuring the performance of centeérminals and identify-
ing the best methodology in order to improve the performaa increase productivity
[23,191]. Thus, benchmarking the terminal operation isspdnsable and terminal oper-
ators can judge whether a proper performance is achievagtatterminal. In literature,
the available benchmark for container terminals focusestraegic financial performances
using data envelopment analysisi[23, 91], while this thiegigses on detailed technical op-
eration. Therefore, regarding the performance of the testhdperation, three benchmarks
with respect to three terminal layouts are proposed in #itien. The proposed benchmark
systems are used for evaluating the performance of the ioenterminal when different
control methods are considered.

We consider three types of container terminals: a compauitel, a medium terminal
and a large terminal. The compact terminal is the most basse,cincluding the typi-
cal component of a QC, an AGV and an ASC. As the extension otdnepact case, the
medium-sized terminal involves a QC, multiple AGVs and npletASCs. Furthermore the
large-size terminal contains multiple QCs, multiple AGVslanultiple ASCs. These three
different terminal layouts for each benchmark system éustilated in Figl 217, Fig. 2.8 and
Fig.[2.9, respectively.

2.4.1 Features

The features of the benchmarks are based on a typical centainminal layout provided
by a consultancy comparny [96] and information sheets ofpegant [41| 42, 54]:

e The stowage width of the container vessel is assumed to bé8 TE
e The vessel is assumed to be in the berth ready for loading ralodding;

e The distance between the furtherest container and theh@age point of the QC is
100 meters;

e The quayside transport area is 156 8v0 m;

e Each stack has the length of 36 TEU, the width of 10 TEU and #ight of 6 TEU
for capacity;

e The maximum speed of the QC, AGV and ASC are assumed @he= 4 [m/s],
Vix = 6 [m/s] andvS, = 4 [m/s], respectively;
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e The maximum acceleration of the QC, AGV and ASC are assumbd Wiy = 0.4
[M/$], upt = 1 [m/S’] and uS, = 0.4 [m/<?], respectively;

e Each piece of equipment can only transport one containetiiaes

2.4.2 Key performance indicators

In container terminals, the performance of container teatsican be evaluated using var-
ious indicators|[80]. Thereby for answering the key redeaneestions of this thesis, it is
necessary to define key performance indicators (KPIs) tlkasores the operation efficiency
and evaluate the performance of the proposed control #hgoriFirst of all, a primary per-
formance indicator is the turnaround time of the vessel [&8/94], as emphasized both
for shippers or terminal operators. The turnaround timeeiated to other performance
indicators that link the transport processes of the terhdiractly, e.g., completion time
[14,117,18], energy consumption [84, 99], vehicle drivirigtance|[31], etc. The detailed
KPIs are defined as follows:

e KPI 1: Turnaround time [h]

Turnaround time is defined as the time a vessel spends attiteftuethe purposed of
loading and unloading [53]. The turnaround time is wellegmized as an important
factor in the overall transport cost of containers. It isianary performance indicator
for terminal operators.
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e KPI 2: Completion time [s]

Completion time is the ending time for loading and unloadingtainers of the ves-
sel using the pieces of equipment at the terminal, which riectly related to the
turnaround time of the vessel.

e KPI 3: Energy consumption [KWh]
Energy consumption refers to energy of the employed pietequipment used for
transporting containers.

e KPI 4: Computation time [s]
Computation time is the time spent for solving a particufatimization problem with
regard to container handling.

e KPI5: AGV average traveling distance [m]
This distance is the average distance of the AGV which moeésden the transfer
point at the quayside and the transfer point at the stackdasporting containers.

o KPI 6: AGV relative distance [m]
The relative distance of AGVs is considered the distancevdx 2 AGVs that are
used for transporting containers.

e KPI 7: QC utilization [%]
QC utilization refers to the percentage of time during whig@is are active on aver-
age.

o KPI8: AGV utilization [%]
AGV utilization refers to the percentage of time during whidGVs are active on
average.

o KPI19: ASC utilization [%]
ASC utilization refers to the percentage of time during wh&SCs are active on
average.

KPI 1-3 and KPI 7-9 are related to key research question 1, 4Rl linked to key
research question 2 and KPI 1, 2, 5, 6 are associated withelsgyarch question 3.

2.5 Summary

In this chapter an overview of container terminal operaiisnpresented. The research on
decision problems of container terminals and advancedadethnologies for large-scale
systems have been reviewed. Three benchmarks with regpdifterent terminal layouts
have been proposed at the end of the chapter.

In Chapter 3, 4, 5 and 6 novel approaches for controlling topg@sed benchmark sys-
tems will be presented. Chapter 3 is linked to Benchmarke®yst for the compact con-
tainer terminal. Chapter 4 and 5 are related to BenchmarteBy2 with respect to the
medium container terminal. Chapter 6 is concerned with Bererk System 2 for large
container terminal. These benchmark systems will be asdessng the listed KPlIs.



Chapter 3

Hybrid MPC for energy efficiency

As has been discussed in Chapter 1, energy efficiency hasieeg@ractical problem for
terminal operators. Energy consumption is expected toaediwnhile still achieving high
handling capacity when a number of containers are transgantthe container terminal.
Chapter 2 indicates that energy efficiency of containeritesita has been addressed merely
at the strategic level, instead of at the operational leVélis chapter is going to investi-
gate an approach for improving energy efficiency of the carhpantainer terminal at the
operational level.
The research discussed in the chapter is based on[[107, 1%)8, 1

3.1 Introduction

In the quayside operation of automated container termifls, AGVs and ASCs are op-
erated cooperatively for loading or unloading a vessel. ssmost basic configuration of
interactive operations, the compact container terminakitters the case of the one QC,
one AGV and one ASC. The investigation of improving enerdicieincy for the compact
terminal is valuable when it comes to a general containenitexl. The exiting literature
with respect to the operational control of container tetgmainly focuses on the discrete-
event dynamics of the pieces of equipment when containersamsported (e.gl, [14,129]).
For the compact terminal, the control of the piece of equipiniee hereby addressed in a
distributed way. The discrete-event dynamics drives theitterconnected piece of equip-
ment for loading or unloading a container, while the contfotontinuous-time dynamics
is simplified as a fixed driving behavior locally [14, 29].

The control structure of this distributed controller is ggated in Fid.3]1. The inter-
action of different pieces of equipment follows the diserevent dynamics and the con-
troller of each piece of equipment coordinates for loading anloading containers. The
continuous-time dynamics of the piece of equipment arerotietl locally.

Energy efficiency is concerted with both the handling cayamid the energy consump-
tion. The handling capacity depends on the discrete-ewamardics while energy con-
sumption is determined by the continuous-time dynamics lickv the position and the
speed change over time. Discrete-event dynamics and cantéitime dynamics must be

21
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Figure 3.1: A distributed control structure for the compé&etminal.

considered together for improving energy efficiency of therational control at container
terminals.

At the operational level, energy efficiency is expected tmbwined for real-time op-
eration. In real-time operation uncertainties (e.g., apen delays and the precise time
at which new containers arrive) can change the process mdpoating containers and in-
fluence energy efficiency of the container handling systemadjust changes in the dy-
namically operating environments of container terminaés|-time decisions for energy
efficiency need to be determined.

This chapter proposes a methodology for improving enerfigieficy of the compact
terminal during real-time operation, in which uncertadstican be handled directly. For
energy efficiency, the combination of discrete-event dyicamnd continuous-time dynam-
ics, referred to as hybrid systems, is modeled using interected hybrid automata. After
transforming the hybrid automata into logical dynamicab®is, a hybrid Model Predictive
Control (MPC) controller is proposed for real-time opewati The underlying control prob-
lem is hereby formulated as a mixed integer linear programgrproblem that can be solved
by efficient solvers.

The remainder of this chapter is organized as follows. 8r@i2 presents the model-
ing formalism using hybrid automata and its transformatidno mixed logical dynamical
models. Section 3.3 subsequently proposes a hybrid moeeigbive controller for achiev-
ing energy efficiency. Section 3.4 discusses the resultsegimulation experiments and
demonstrates the performance of the proposed hybrid MPtZatlem when facing two types
of uncertainties. Section 3.5 concludes this chapter.

3.2 Hybrid automaton modeling formalism

Since the system under study involves a combination of eisezvent dynamics and continuous-

time dynamics, we propose to represent the dynamics usighradrautomaton [50, 89]. A
general hybrid automatdn can be defined ad = (S, X,U, f,Init,Inv,E,G,R), where

e Sis afinite set of discrete modes;

e X is afinite set of continuous state variables;
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U is a finite set of control variables;

e f:Sx X x U describes the evolution of continuous variables in a aentiéscrete
mode. The evolution of the continuous state depends on goeedé mode and the
action.

e Initis the set of possible initial states;

e Inv:S— P(X) describes the invariant set that defines the feasible regibcontinu-
ous variables in a certain discrete mode, whg¢) denotes the power set (set of all
subsets) oK;

e E:Sx Sisthe set of edges representing the possible switches betigcrete modes;

e G=G(s%,&): S— P(X,U) serves as the guard giving conditions for when the dis-
crete mode transitions fros¥ to °;

e R: E x X — P(X) resets the continuous variables between the switches arfetks
modes.

3.2.1 Interconnected hybrid automaton

In our case, we consider sets of inter-connected hybridnaati®m. The automata interact
via the guards: transitions between certain discrete madesnly possible when guards
involving variables from multiple automata are satisfiear this, we need to extend the
description of the general hybrid automaton. The hybridritdnnected automaton is de-
scribed by:

Hinter — (S X, U, f,Init, Inv, E, G,R,V, G™®"), where besides the components of a gen-
eral automation,

¢ V is afinite set of variables of other hybrid automata;

o GNer—Gnter(X f): S P(X,U) is an interconnecting guard, i.e., a guard involving
variables fromX and U as well a¥.

For an interconnected hybrid automaton, the discrete mo&saind the state of variables
in X for itself and the state of variablesVhfrom other hybrid automata can trigger an in-
terconnecting guar@™e’. G"¢' indicates the guard in which the other interacting machine
is involved. AfterG"®" is triggered, the discrete mode can switch from one to amothe
By introducingV andG™®', the interaction between two interacting machines can be pr
sented more clearly. For example, an interacting guard garesent the moment at which
it becomes possible for an AGV to transfer one container t&86. More details will be
discussed later.

3.2.2 Modeling of components

We make a distinction between controlled and uncontrolEdmonents when a container
is transported from a bay of the vessel to a stack in the stgadea. A QC, an AGV and an
ASC are referred to as controlled components because aatfdhese pieces of equipment
need to be determined by a controller. The vessel and thle atacegarded as uncontrolled
components since the vessel and stack do not move duringrtéef transport.
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Modeling of controlled components

The QC, AGV and ASC can be modeled in a generic way as condrobenponents that
transport a container between two points: one where a coemquicks up or receive the
container and one where it unloads or offers the contaiseliustrated in Fig.312.

The controlled component picks up one container at poshAi@amd transports the con-
tainer from A to B, where it is unloaded. The dynamics of onetrdled component can
be described as an interconnected hybrid automaton showigiB8.3. The details of the
hybrid automaton are presented as follows:

He = (S, Xe, Ug, fe, Inite, Inve, Ec, Ge, Re, Ve, GINeN,

where

o S={s, .52, 5,2} gives five discrete modes in which one controlled component
can be. In the modg (wait), this component waits for one interacting comporient
pick up a containers). In the modes? (pickup), this component picks up a container
at place A. In the mode? (carry), this component is moving the container from A
to B. In the modes? (unload), this component unloads the container at place &wh
another interacting component is available to unload theagoer. In the mode?
(retrieve), this component is moving from B to A to pick up antainer at place A
after unloading a container at place B.
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o X = {xf;’OS Xk} (E°(K) € R,x®!(k) € R) is the set of continuous states: the
positionx?° ( ) (m) and the velocity!®'(k) (m/s) of the component.

e Us = {uc(k)} (m/<) is the set of control variables, representing the accederaf
the component.

e f; describes the continuous-time dynamics in each discretiemd/e defineit as
the sampling time. Lexc(k) = (k) x*®!(k)]". Then the continuous dynamics
per mode are modeled as follows:

— In mode 1 (wait), mode 2 (pickup) and mode 4 (unload): thetmosand the
speed of the component do not change. Therefore, the dreatontinuous-
time dynamics with respect to these three moidézc(k), uc(k)), f2(xc(K), us(K))
and f&(xc(k), uc(k)) are described as:

Xe(k+ 1) = x¢(K). (3.1)

— In mode 3 (carry) and mode 5 (retrieve): we consider the doirttégrator as
the continuous-time dynamics, without consideration fiordeag and rolling
resistance. Therefore, the discretized continuous-tiymauhics in mode 3 and
mode 5, namelyf3(xc(k), uc(K)) and f2(x¢(K), us(K)), are presented as:

xo(k+ 1) = B o } Xo(K) + [O'ZATTZ} (k). (3.2)

e Inv; is defined for this controlled component as follows:

|nv(%) { DOS Xgnload}
Inv(%) { DOS unload}
|nv(§) {Xcoad < DOS unload}
|I"IV(§) { pOS XLoad}

|nv(§) {Xcoad < DOS( S Xgnload},
wherex2 andxinloadgre positions for loading and unloading containers.

e E;is defined as the set:
(9,29 & &R}

e G has the following guards with respect to this controlled poment: G(st, s2) =
{sc(k) = st,xc(K) = X229} This guard depends on the availability of another compo-
nent for picking up a container. This dependence is repteddry the dashed line in
Fig.[3.3.s:(Kk) is referred to as the discrete mode of the component atkime
G(s,s) = {sc(k) = &£}, i.e., the component finishes the pickup.

G(s,s8) = {sc(K) = 2, xc(k) = xdnioad) j e, this component reaches the loading po-
sition and wait for being unloaded. This guard also depemdthe availability of
another component for unloading a container, as presemfeid i3.3.

G(st, %) = {sc(k) = s¢}, i.e., the component finishes unloading.

G(s,s) = {Xc(k) = X229  i.e., this component reaches the loading position.
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Table 3.1: d"®" and its coupled interconnected guards.

Glntel’ Coup|edG|nter

T L 2 G (L Sy
G'mef@gvégv) Gner(sh <oy

2 12
R(sye550) G(Sue5 1)

‘2 . 1
Sy, 1 wait

S (X, (k)

X, € Inv(s2)

G(s’,s.)  R(sl,sh.)

“uc?Puc

Figure 3.4: The hybrid automaton for an uncontrolled comgain

e The continuous state does not change as a result of switthindiscrete modes.
Therefore,

Re={(xc,x{) | xc €R%x{ e R?andx =x{ }.

e \is associated with variables of other hybrid automata autémg with this intercon-
nected hybrid automaton. The states of interacting vaggablt other hybrid automata
are used to trigger the interconnecting guards.

o GI"er describes the guard of controlled components interactitiy different hybrid
systems simultaneously. This indicates t&8'" of each interconnected hybrid au-
tomaton are coupled. Here, the controlled components a;dQ& and ASC. There-
fore, GMe'(s, &%) is extended a&Me(sl, o), GMe(s,,, o) andGMe (sl Shso)-
Specifically, the container is transferred from the QC toAB&/ in which G"™®"(s}., Z.)
andG"*'(sly,, &4g,) are triggered at the same time. Similai@"*"(sg,, ) and
Gner(s3. . <) are triggered simultaneous when a container is transpéndetthe
AGYV to the ASC. TheG!Me" and its coupled interconnected guards of controlled com-
ponents is shown in Table3.1. Besides this, the g@fd" and its coupled intercon-
nected guards of uncontrolled components will be disculsged

Modeling of uncontrolled components

The dynamics of an uncontrolled component can be describadgbrid automaton in the
following way (see Fid._314):
Huc = (Suc, Xue, fuc, Inityc, INVye, Euc, Guc, Ruc), where

o Si={sk. %} gives two discrete modes in which an uncontrolled compooant
be. In the discrete modg,. (act), one container is loaded or unloaded from this
uncontrolled component. In the discrete magie(wait), this component waits until
the container is handled.

o Xue={Nuc(k)} (Nyc(k) € R)
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Nuc(K) is the constraints of the number with respect to contaimetisis component.

o fycrepresents the dynamics of this uncontrolled componenitxs€k) = Nyc(k). The
continuous dynamics of the two discrete modes are modelfidlaws:

1. In mode 1 (act), the number of containers changed $dlc(k)):
Xue(K+1) = Xuc(K) + aue- (3.3)

where in the vessel,c = —1 and in the stacky,c=1

2. In mode 2, the number of containers does not changé2Siyc(k)):

Xuc(K+ 1) = Xye(K). (3.4)

Invyc is defined for this uncontrolled component as:

INv(si)={0 < xuc(K) <N},
INv($59={0 < xuc(K) <N},
whereN is the capacity of this component.

E.cis defined as the seE = {(ﬁc, ), (L. 330)}.

Gyc has the following guards with respect to this uncontrollete of equipment:

G(sle, o) = {Xie(k) =x2%}. This guard depends on the arrival of the controlled
component.

G(Se Ste) = {suc(K) = sl¢}, i-e., the handling of a container finishese(k) is used

to describe the discrete mode state of the uncontrolled coemt at timek.

The continuous state does not change as a result of swittténgjscrete modes. So

R(Sﬁca Sﬁc) = R(%ca%c) = {NJC = Nu+c}-

Vuc is associated with variables of other hybrid automata thathnteraction with
this interconnected hybrid automaton.

Gter describes the guard of uncontrolled components intergetith controlled in-
terconnected hybrid automata simultaneously. In this Erafhe vessel and the stack
are referred to as the uncontrolled components. The terramube replaced by v and

s to refer to the vessel and the stack. As detai@&?'({,s}) and G™®'(s3.. %)

are coupled when the QC picks up a container from the vesdeb, GMe"(, sl
andGi“ter(ﬁc,%c) are synchronized when the ASC unloads a container in th&.stac
These coupled interconnected guards are shown in [able 3.2.

Table 3.2: A" and its coupled interconnected guards

Glnter Coup|edG|nter

anter(ﬁ7 Sll) Glnter(ic, c)
(<, s5) G'“”(Sésoésc)
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R(s:v,‘\‘f) G(Si ,53)
c:unload | G(s5,.s3,)

-4

A Sae

_____________ L R(S s S0
inter ¢ 3

G"(s7,5,) R(s},s)
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Figure 3.5: Simplified representation of the complete sggtEontinuous-time dynamics are
left out for clarity). Five components are coupled by intemected guards
indicated by A, B, C and D.

3.2.3 Modeling of five components combined

This section discusses the transformation of intercomaehbrid automata into mixed
logical dynamical models. Based on the interconnecteditiylstomata for controlled
and uncontrolled components introduced in Section 3.Becompact terminal system is
represented as a whole. Then the complete mathematicall wioithe complete system is
described in HYSDEL for generating a mixed logical dynarhicadel for control purposes.

Interaction of components

Five components are modeled in this chapter. Since we ageeBied in the controlled
components, the time-dynamics of three controlled compnge., QC, AGV and ASC)
are considered here. The generic abbreviation “c” refees¢ontrolled component as in-
troduced in Section 2.3.1. The “c” will be replaced by “gcgdV” and “asc” to specify
the explicit controlled components (i.e., QC, AGV and ASE€3pectively. Similarly, the
abbreviation “v” and “s” replace “uc” to denote the vessetldhe stack regarded as the
uncontrolled components. When a container is transported & bay of the vessel to the
storage position in a stack, the QC and the AGV are intergatithe quayside area, whereas
the AGV is interacting with the ASC in the stacking area. Tihteraction is shown in Fig.
B.5.

The interactions between two different components are téelnoy A, B, C and D in
Fig.[3.3, indicating two guards of two interacting compatseiake place simultaneously.
For interaction A, the vessel switches from the discreteasptb s. to dispatch a container
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whenG"®(<, sl) is triggered. At the same tim&™®'(f, s}) andG™e'(sl,, ) coincide
when the discrete mode of the vessel will change fignto sl to pick up a container.
Similarly, the synchronization of two interacting compatecan be specified for B, C and
D.

Mixed logical dynamical model

The integration of five components mentioned above form@aghybrid system, includ-
ing linear continuous-time dynamics and discrete-eventdyics. Such a class of hybrid
systems can be described as mixed logical dynamical systein®) [5], in which the
continuous-time part is described by linear dynamics aeddikcrete-event part is mod-
eled as a set of linear constraints on binary variables andremus variables. This type
of model is well-suited for the formulation of model predietcontrol problems for hybrid
systems|[12] as discussed in the next section.

The general MLD model is described as follows [5]:

x(k+ 1) = Ax(K) + Byu(K) + B23(k) + Baz() (3.5)
y(K) = Cx(K) + D1u(K) + D28(K) + D3z(K) (3.6)
E28(K) + Esz(K) < Equ(k) + E4x(K) + Es, (3.7)

where x(k) = [x (k),xg (K)]T with x;(k) € R" is the continuous part of the vector and
xp(k) € {0,1}"™ is the part of state vector corresponding to the discrete gdre output
signals have a similar structuygk) = [y (k),y} (k)]" with y, (k) € R™ is the continuous
part of the output angi,(k) € {0,1}™ is the discrete part of the output(k) is the output
vector. The input vectar(k) = [uT (k),uf (k)]T is composed of a continuous partk) € R"
and a discrete pau (k) € {0,1}". 5(k) andz(k) are auxiliary integer and continuous vari-
ables. Matriced\, B1 ~ Bz, C, D; ~ D3 andE; ~ E4 denote real constant matricds;

is a real vector. This MLD formulation allows the evolutioh @mntinuous variables by
linear dynamic equations, of discrete variables througdtdeed guards and the mutual
interaction between them.

Here we use the hybrid system description language HYSDE{(SIBEL is a high-
level modeling language for a class of hybrid systems thedfexred to as discrete hybrid
automatal[97]. The discrete hybrid automaton considerediirtase represents a switched
linear dynamic system. HYSDEL can be used for describingliberete hybrid automaton
and generating computational models from this representé.g., Mixed Logical Dynam-
ical models) in an arithmetic way![5]. With HYSDEL, booleamttions for describing the
transition of discrete modes can be converted to sets ofialiigs and equalities involving
only continuous variables. The overall continuous dynamiith associated events are de-
noted by a unified dynamical model with several inequaliti¢sing the functions defined in
HYSDEL for describing discrete hybrid automata, the asged HYSDEL compiler then
translates the description into a Mixed Logical Dynamicald®l, which can subsequently
be used for system and control design. More details can brefimu97].

Considering that originally HYSDEL is not used for intero@eted hybrid systems, we
formulated multiple interconnected hybrid automata intwoenplete hybrid automaton in
which all the local variables become the global variabldsen, we can use HYSDEL for
translating the hybrid systems considered in this chaptéth this, the QC, the AGV and
the ASC and their interactions can be described in terms of & Model.
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Figure 3.6: The control structure of the hybrid MPC contesll

Boundary conditions for the model (3.5)-(3.7) consist e talues fox (k). These need
to be given in order to evaluate the MLD model. A particulasigetry described using’2d
andxd"°adin the hybrid automata can be reflected in the MLD model. Theeuainties,
e.g., the operation delay and the precise arrival time of cavwtainers, can be incorporated
based on the MLD model by measuring the states and adding awgabies.

3.3 Hybrid model predictive control

MPC has been successfully used in many applications [82.t&itm MPC refers to a con-
trol methodology that makes explicit use of a dynamical niedebtain control actions
by minimizing an objective over a finite receding horizon.MiPC the dynamical model
is used to predict the future state of the system, based oauttient state and proposed
future actions. These control actions are calculated bymiming the cost function tak-
ing into account the constraints on states, outputs andsnpdPC provides an on-line
control framework for controlling systems with interagfimariables, complex dynamics
and constraints. In particular, MPC has been applied toithydystems which considers
discrete-event dynamics and continuous-event dynamiether|[12, 51].

We consider one centralized hybrid MPC controller for thenponents as shown in
Fig.[3.8. The task of the controller is to transport contesrfeom a bay of a vessel and one
stack employing these components. The objective of thealiatis to balance the handling
capacity and the energy consumption of the controlled caorapts. The formulated hybrid
MPC problem is as follows:

Np—1
min Z} 3 (X(K+ 1+ 1), u(k+1)) + I (x(K+ 1 + 1), u(k+1))] (3.8)
|=

subject to, fot =0,1,...,Ny— 1,

X(k+141) = Ax(k+1)+Biu(k+1) +B2d(k+1) +Bsz(k+1) (3.9)

y(k+1) = Cx(k+1)+Dyu(k+1) 4+ D20(k+1) 4+ D3zz(k+1) (3.10)
E20(k+1)+Ezz(k+1) < Eju(k+1) +Egx(k+1)+Es (3.11)
Umin < (k+|) < Umax (3.12)
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Xmin < X(K4+141) < Xmax (3.13)
Ymin < Y(K+1) < Ymax (3.14)

where
J1(x(k+ 1),u(k)) = Ny(K) — Ns(k) (3.15)
b(x(k+1),u(k)) =M1 |Uqc(k)} + A2 }uagv(k)} + Az |uasd k)|, (3.16)

whereN, (k) represents the containers left in the vesblg{k) describes the containers lo-
cated in the stackugc(K), Uagv(K) anduasdk) are the acceleration of the QC, the AGV and
the ASC, respectively. It is noted that the weights for beilag the handling capacity and
energy consumption are detailed usingA» andAz in (3.18). N, is the prediction horizon,
x(k+1+ 1) is the predicted state at tinke- | + 1 based on the input(k+1), Umin, Umax
Xmin» Xmax @NdYmin, Ymax &re bounds on the inputs, states and outputs, respectively.

Ji(x(k+1),u(k)) addresses the handling capacity objective. The vesselpsienras
soon as possible by minimizing, (k), therefore the vessel can leave as soon as possible.
However,N, (k) cannot guarantee the arrival of the last container in thekst#ter it leaves
the vessel. The termNs(k) is added ta); to guarantee the arrival of the last container to
the stack.

J(x(k+1),u(k)) in (318) addresses the simplified kinetic energy conswnpibjec-
tive of all controlled components. Since the continuounsetidynamics represent a double-
integrator, in which the air-drag and the rolling resiseace not involved, we consider the
absolute value of acceleration as the cost criterion rieguftom the fuel-optimal control
problem of a double integratar [35]. This fuel-optimal eribn is convex and facilitates
solving the optimization problem. It also removes the weidjfference of the three con-
trolled components either with a container or without a aordr from energy consumption
representation. This simplified objective of energy congtiom results in a compact for-
mulation for implementation.

Problem [[3:8){(3.16) is a mixed integer linear programnpngplem (MILP). MILPs
can be solved using efficient solvers such as CPLEX.

In the objective function of the proposed hybrid MPC conénlthe handling pard;
and the energy efficiency palt can be balanced by alteriig, A2 andAs. The formulated
optimization problem(3]18}(3.16) is a multi-objectivetippization problem. The tuning of
A1, A2 andAg3 for balancingJ; andJ; can be intensive. Also the energy consumption ob-
jective for machine (i.e |Uqc|, |Uagv| and|uasd) is equivalent since the energy consumption
objective is to sum the absolute value of accelerations tneprediction horizon for each
machine. Therefore, for the sake of simplicity, we consider A = A3 = A for the energy
efficiency partl,.

By defining ti(k) = [u(k)T,u(k+1)T,--- ,u(k+Np — 1)T,8(k)T,8(k + 1)T,--- , 8(k +
No— 1T, z(k)T,z(k+1)T, -, z(k+Np — 1)T]T, the standard MILP problem for the time
stepk can be described equivalently as follows:

rjgli(? foU(K) + M1T(K) + AF38(K) +Afid(k) (3.17)
u

subject to
Prmin < Al(K) < bmax (3.18)
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Umin < O(K) < Timax, (3.19)

wherefy links the handling capacity in the objective functidpf, andfs relates the cost
with respect to energy consumption of the QC, the AGV and tBE Aespectivelyb,i, and
bmax are the lower bound and the upper bound of the linear ineguadspectivelyfini, and
Umax are the lower bound and the upper bound of the control vasabl

In the objective function[{3.17), the scale tgﬂ(k) will be significantly larger than
fIa(k), f1t(k) andfit(k). Here we use an adaptive weighjti(k — 1)| to reduce the scale
of the handling capacity part and keep the handling capaosyin a comparably constant
range. Therefore, the influence®bn energy consumption and the handling capacity can
be seen more clearly using the adaptive weight. The new tgeftinction is given as

follows: N
fgti(k)

0 L A(fU(K) +f5T(K) + FT(K 3.20
T A=) g | (10002000 +15000). (3.20)

wheree is a very small number in ca$gli(k— 1) = 0.
In the formulated objective functiofi (3120), the penaitgan influence the handling
capacity and the energy consumption of the pieces of equipme

3.3.1 Extension for the external input

When the arrival of new containers is considered, the systeael needs to be changed by
taking into the number of new containers as an input in thedyinal model of the container
handling system. The new model extends the MLD mdde] (3358) @nd[(3.)7) as follows:

x(k+ 1) = Ax(K) + B1u(K) + B28(K) + Baz(k) + Bad(K)
y(K) = Cx(K) + Du(K) + D23(k) + D3z(K) + Dad(K) (3.21)
E28(k) + Esz(K) < Equ(k) + Eqx(K) + Es,

whered(k) is the term that indicates the number of new containersiagiB, and D4
reflect its influence on the state and the output.

The extended model incorporates the new arrival of contaiag the external input to
change the number of containers in the vessel over time atigeftinfluence the state of the
MLD model, e.g. the position and the velocity of the machingse individual dynamics
of the machines do not change in the extend MLD model, but timéce of actions of the
machines indeed is changed by that. In order to evaluate e iodel at a particular
time step, the value of d(k) needs to be given.

3.3.2 Performance indicators

In the objective function of the proposed MPC controller,fmenulate two parts: the han-
dling capacity parf; and the energy efficiency pakt. For the compact container terminal,
the handling capacity is reflected as the completion timénefttansport of all containers
while the energy consumption referred to the energy conddordranspoting the contain-
ers. Therefore, we use the completion time (KPI 2) and theggrmnsumption (KPI 3) as
the main performance indicators to evaluate the effect®ptioposed MPC controller.

The calculation of the completion time of all containersiigeeg as follows:

Kinish = mink, subject toNs(k) = N (3.22)



3.4 Simulation experiments 33

Table 3.3: The weight parameters of the controlled comptmen

nload oad nload oad nload mIapad
mgc nt]c gv gv SC Ssc
10ton 25ton 15ton 30ton 240ton 255ton

The energy consumption of all machines is formulated aevid!
Etot = Eqc+ Eagv+ Easo (3.23)

whereEq describes the energy consumption of all machifgs,Eagy andEasc denote the
energy consumption of the QC, the AGV and the ASC, respdygtive
The calculation oEqc is presented here:

Nsim—1
E c— E ] k 324
q k; ac(K) (3.24)
0.5mge(K) <
Eqe(k) = § (o(k+1) —V3(K))  VEo(k+1) > VAc(K) (3.25)
0 else

7 mgg'oad Vge(k+1) <0
mﬂc(k) - {Wﬁ’?d ch(k—|— 1) >0,

whereNsim is the simulation lengthyii?'°ad, munioad miieads the unloading weight of the
QC, the AGV and the ASC, respectively, W|thout the contaimafad, m%ad, m%ad is the
loading weight of the QC, the AGV and the ASC, respectivelithwhe container. The
weights of the machines [41,142,54] are given in Tablé B4}y andEasccan be computed
in a similar way asqc.

Besides the completion time (KPI 2) and the energy consumgiPI 3), the compu-
tation time (KPI 4) and the utilization of the QC, the AGV am&tASC (KPI 7-9) are used
for evaluating the performance of the proposed controtiéitanally.

(3.26)

3.4 Simulation experiments

In this section, the choice of the prediction horizon andtthde-off between the handling
capacity and the energy consumption of the proposed hybR€ Montroller will be first
discussed. Afterwards, the adaptiveness and the robsstféise hybrid MPC controller
will be presented in comparison to the discrete-event bdstidbuted controller (DDC).

3.4.1 Prediction horizon choice

To search for a propé¥,, we test the effect of handling all containers by changiregNh
of the proposed MPC controller. We define the value ‘1’ whéoa@htainers can be handled
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Figure 3.7: The effect of simulation with respect to the pgdn horizon N.

completely, and ‘0’ if all containers cannot be transpottethe stack. To test differeiNy,
the number of containels is assumed to be 10 in this simulation.

Fig.[3.7 indicates that the short prediction horizon camquarantee all containers be
transported from a bay in the vessel to the storage placeeirstidick. Short prediction
horizons cannot predict the complete interaction of alcegeof machines. Due to the
incomplete prediction, the pieces of equipment stay at dexeep Therefore, all containers
cannot be transported to the destination with a short ptiediborizon.

In the example presented in HIg.3.7, a value larger thanri® siteps can be chosen
asN; for this particular layout. However, for a different layothe value chosen based on
Fig.[3:7 may not be sufficient to guarantee the transportl@oaitainers. This is because a
longer transport time can be possible when a different laigogiven, resulting in a longer
prediction horizon. In particular, a heavy penalty on egexgnsumption can result in slow
transport of a container. Under such circumstances a Idgisrrequired for guaranteeing
the transport of all containers, at the cost of increasedpedation time. Therefore, we
chooseN, = 25 for the prediction horizon of the proposed hybrid MPC coligr. The
chosenN, could be suitable for different terminal handling layoutswhich a sufficient
prediction is possibly required for the complete predictid the interactions of the pieces
of equipment.

3.4.2 Balancing handling capacity and energy consumption

In the formulated objective function (3.20), the penalgan influence the handling capacity
and the energy consumption of the pieces of equipment. Welarillustrate the trade-off
between the completion timg,;sp and total energy consumptidiot.

The influence of the parametkron energy consumption and the completion time for
the case of transporting 5 containers is shown in[Eig. 3.8 figure illustrates that gen-
erally a higher\ can reduce energy consumption, but increase the complatienof the
container handling system. Due to the high penalty on thé foosnergy consumption,
the machine slows down the process of acceleration andetatieh and a low velocity
is obtained. Therefore, the kinetic energy consumptiomdiced. It is also noticed that
a smaller penalty can result in more energy-efficient handling system. Thegneffi-
ciency of the controller maintains the minimal completiong, compared with the MPC
controller without penalty on energy consumption. Basedhmnsimulation results, we
choose\ = 0.05 for the energy-efficient MPC controller. For the sake dftion, we ab-
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Figure 3.8: The simulation results of the total energy canption and finishing time for
varyingA when 5 containers are transported.

Table 3.4: Three container handling layouts.

layout1l layout2 Ilayout3
dgc 80m 80m 120m
Oagv | 120m 200m 100m
Oasc | 100m 100m 80m

breviate the energy-efficient hybrid MPC with= 0.05 as EHMPC in the following part.

3.4.3 Adaptiveness

Above we use one layout of the container handling systemsiothe EHMPC controller
for transporting containers. Still, in practice the layofithe container handling system can
vary according to the size of vessel and the different seopace in the stack.

For a given layout of three machines, the transfer of a coatairequires that two inter-
acting machines must be available. The AGV can leave thesigeyvith a container only
when the QC is available with a new container. At the same,tihme QC can transfer a
container only when the empty AGV is available. A similarrgction also happens when
it comes to the AGV and the ASC. Therefore, one of the QC, th&/ AB&d the ASC can
become the bottleneck when it is expected to arrive wherh@nobachine is waiting.

Here we consider three cases of terminal layouts in whictbtitéeneck of each lay-
out is different parameters. The parameters of these thyarits are given in Table3.4.
Parameterslyc, dagy anddasc are the traveling distance of the QC, the AGV and the ASC,
respectively. These parameters are chosen based on d tgritainer terminal. The robust-
ness of the EHMPC to different layouts can be tested witheetsp different bottlenecks.
We test the transport of 5 containers and 10 containersustiiite that EHMPC controller
can be applied to different layouts of a container terminal.
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Table 3.5: The performance of controllers with respect ymwlat 1.

container 5 10

controller DDC EHMPC change DDC EHMPC change
tfinish 700s 700s 0 1350s 1350s 0

Eqc 0.37kWh  0.25kWh  -32%| 0.76kWh  0.42kWh -44%

Eagv 1.13kWh 0.56kWh  -50%| 2.25kWh  1.15kWh -49%

Easc 3.81kWh 3.45kWh  -9% | 7.64kWh 7.27kWh  -5%

Etot 5.31kWh  4.26kWh  -20%| 10.64kWh 8.84kWh -17%

QC utilization 90% 100% +10% 87% 100% +13%

AGYV utilization 87% 100% +13% 86% 100% +14%
ASC utilization | 100% 100% 0 100% 100% 0

Table 3.6: The performance of controllers with respect ywlat 2.

container 5 10
controller DDC EHMPC changg DDC EHMPC change
tfinish 840s 840s 0 1610s 1610s 0
Eqc 0.37kWh  0.17kWh  -54%| 0.76kWh 0.31kWh -59%
Eagv 0.78kWh  0.73kWh -8% | 1.56kWh 1.51kWh -3%
Easc 3.82kWh  2.49kWh  -35%| 7.64kWh 5.24kWh -31%
Etot 4.97kWh  3.39kWh  -31%| 9.96kWh 7.06kWh  -29%
QC utilization 89% 100% +11% 88% 100% +12%
AGV utilization 100% 100% 0 100% 100% 0
ASC utilization 89% 100% +11%| 88% 100% +12%

The results with respect to the performance of controllethiiee layouts are presented

in Table[3.5, Tablg 316 and Talile B.7.

In general, in Table3l5, Talle 3.6 and Tdble 3.7 we obseatestiiergy consumption is
reduced consistently by EHMPC in three different layouthefcontainer terminal handling
system, compared with the DDC controller. For these thrgeuts, the average energy
consumption is reduced by 27 % for the same completion tinsesh®dwn in Table3l5, the
total energy consumption of transporting 5 containers @hddhtainers decrease by 20%
and 17% in the layout 1. The total energy consumption of prarts1g 5 containers and 10
containers in the layout 2 are reduced by 31% and 29%, whidlussrated in Tablg3]6.
Tabld3.Y shows the total energy consumption of transpgpBticontainers and 10 containers
in the layout 2 are reduced by 35% and 33%. The total energyctih in the layout 2 and
in the layout 3 are more significant than it in the layout 1. Aswn in Tabl€3b, the
utilization of the ASC is 100% and therefore the ASC is thetlboeck of the layout 1,
maintaining the fast transport of containers. Therefdre ASC has to move at its maximal
speed, resulting in high energy consumption.
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Table 3.7: The performance of controllers with respect §mlat 3.

container 5 10

controller DDC EHMPC change DDC EHMPC change

tfinish 700s 700s 0 1610s 1610s 0

Eqc 0.37kWh  0.37kWh 0 0.76kWh  0.76kWh 0
Eagv 0.78kWh 0.57kWh  -27%| 1.56kWh 1.20kWh -23%
Easc 5.50kWwh  3.36kWh  -39%| 11.00kWh 7.03kWh -36%
Etot 6.65kWh  4.30kWh  -35%| 13.32kWh 8.99kWh -33%

QC utilization 100% 100% 0 100% 100% 0
AGV utilization 87% 100% +13% 86% 100% +14%
ASC utilization 87% 100% +13% 86% 100% +14%

3.4.4 Robustness

Section 4.4 discussed the robustness of the EHMPC comtvdilen it is applied to different
layouts. In the simulated scenarios, all the containerransported as planned without any
uncertainties. However, uncertainties may take placedrctintainer handling system, e.g.,
the delay of operation and the precise time at which new aoertsarrive. These two types
of uncertainties will be investigated next.

Operation delay

In the handling process of a container terminal, one machiag have a delay result-
ing from the handling operation (e.g., unload or load a doetd. This requests that the
EHMPC controller can adapt the delayed condition and trari¢pe remaining containers
still in an energy-efficientway. In this chapter, we simalah operation delay of 60s occur-
ring when the QC picks up a container from the vessel sincpribessed container can not
be grabbed properly. Due to the delay of the QC, the trajesstaf the other two machines
have to be re-optimized for the sake of energy-efficient iagdOn the one hand the com-
plete time needs to be minimized, while the energy redudsiauill expected on the other
hand. To test the performance of the EHMPC controller, waiped scenario in which a
group of containers is transported from the vessel. In tteéaario, the number of containers
is assumed to be 5 and a 60-second delay takes place wheirdreotitainer is unloaded by
the QC. This scenario is simulated both for the DDC contralia the EHMPC controller.

The trajectories of three machines determined by the DDG@ralher are presented in
Fig[3:9, Figl3.Il and Fig. 3.3, while the trajectories luee machines determined by
the EHMPC controller are given in Fig. 3110, Hig.3.12 and.Bid@4 as comparison. The
moment at which the delay takes place is indicated in thégiréine in these figures.

Fig.[3:9, Fig[ 3.1l and Fig.3.113 show the fixed moving behadfithe ASC and the ASC
when the DDC controller is implemented. The AGV and the AS@vsldown to reduce
energy when the delay of the QC starts but later speed up adpn the delay finishes.

Fig [3.15 presents the computation time of the EHMPC coletralt stepk. It is seen
that the computation time is consistent with the transpbcbatainers, shown in Fif.3.110,
Fig.[3.12 and Fid.3.14. The computation time reduces whendhtainer transport is going



3 Hybrid MPC for energy efficiency

T
80 \ \ T\ —\ —\ =
/ /N / \
—~ 60 / \ / / \ / \ / \ |
£ / \ / \ / \ [ \ /
- [ [ [ [ /‘ \
8o 40 \ | \ \ f \ / —
& | \ | \ / \ / \ | \
2oL/ \ / \ / \ \ / |
/ / / \ / \ / \
\ \ \
0 | ! I | |
0 10 20 30 40 50 60 70 80
k
5 T T T
M M M //_\ M
[\ [\ [\ \ [\
E !” \‘ i \\ !” \\ /“ \‘ !” \‘
Eop oS e ]
2)(3 \\ / \ ’r' \\ ’r' \ \ /
\ / \ | \ / \ \ /
U W U J U
-5 i | i i i | i
0 10 20 30 40 50 60 70 80
k
%
E
:8'

[ [ [ I
80 —\
A \ / o ]
= 60 Y i f \ /
A [ [ R
8o 40f [ \ / \ \ / -
ggor | [ [ [
20 / \ J / \ / 4
0 / I \ L/ i / i \_/ i i
0 10 20 30 40 50 60 70 80
k
5 T T
r”_\\ e‘/_\\ c‘,_\\ c‘,_\\
g |\ / [ I\ [\
Eoop e o
gxg \ ”r u\ “/ \\ ”r \\ “/
\\_/’ u\_// \\_/’ \\_//
5 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80
k
‘ |
30 40 50 60 70 80
k

Figure 3.10: The trajectories of the QC controlled by HEMRGlie scenario of operation

delay.
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delay.
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Figure 3.13: The trajectories of the ASC controlled by DDQtie scenario of operation
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delay.

Figure 3.14: The trajectories of the ASC controlled by HEMREhe scenario of operation

delay.
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Table 3.8: The energy consumption of machines with respebetlayout 1 in the scenario
of operation delay.

container 5 (with a delay)
controller| DDC EHMPC change
tiinish 730s 740s +1%

Eqc 0.39kWh 0.33kWh -15%
Eagv | 1.13kWh 0.81kWh -28%
Easc | 3.81kWh 3.37kWh -12%
Etot 5.33kWh 4.51kWh -15%

to finish correspondingly.

Table[5.Y compares the performance of different contllethe scenario of operation
delay. In the case of 60s delay, there is still 15 % of energyegon from the EHMPC
controller than the DDC controller. Both for the EHMPC catier, compared to the result
in Table[3.5 without the delay, in Talle 5.7 the AGV and the ABE more energy to speed
up the transport of containers after the delay stops. Onebaarve that the completion
time of EHMPC is 10s later than that of the DDC. This is becahseQC arrives at the
vessel 10s later when EHMPC is used than when DDC is employed.

Arrival of new containers

Besides the uncertainty resulting from the operation delasy exact time at which new
containers arrive is regarded as another uncertainty tiflaences the real-time control of
container handling. To test the performance of the prop&#dPC, we set up a scenario
in which another group of containers arrives as a known disfuce. In this scenario, we
assume 3 containers will be handled as planned and anottart&irers arrives later for
illustrating how this disturbance is handled by the EHMPGtoaller.

In the scenario of the new arrival containers, the trajéesoof three machines deter-
mined by the DDC controller are presented in Eig. B.16,[Eff8&nd Fid.3.20, while the
trajectories of three machines determined by the EHMPCrobet are given in Fid. 3.17,
Fig[3:19 and Fid. 3.21 as comparison. The moment at whiclmé¢lecontainers arrive is
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Figure 3.22: The computation time of EHMPC at step k in theade of new arrival con-
tainers.

Table 3.9: The energy consumption of equipment with regpehe layout 1.

container| 3 containers + 2 new containers
controller| DDC EHMPC change
Linish 820s 820s 0%
Eqc 0.39kWh 0.24kWh -38%
Eagv 1.13kWh 0.81kWh -28%
Easc 3.81kWh 3.40kWh -11%
Etot 5.31kWh 4.45kWh -16%

indicated in the straight line in these figures.

Fig.[3.16, Figl.3.18 and Fig.3.20 show the fixed moving bedraef the ASC and the
ASC when the DDC controller is implemented. It is seen from.[Bil7, Figi3.19 and
Fig.[3.21 that the QC, the AGV and the ASC move slowly befoesattival of new contain-
ers to reduce energy consumption.

Fig.[3:22 presents the computation time of the EHMPC coletralt stepk. It is seen
that the computation time is consistent with the transpbcbatainers, shown in Fig. 3.7,
Fig.[3.I9 and Fidg.3.21. The computation time decreases wegontainer transport is
going to finish.

Table[3.9 compares the performance of the DDC controlletta@dEHMPC controller
when it comes to the arrival of new containers. The EHMPCrodletr gains 12% of energy
reduction in total, compared to the DDC controller. The ggeronsumed by the QC, the
AGV and the ASC all decrease when the EHMPC controller takedrformation of the
new arrival containers into account. For energy efficiettey, EHMPC controller does not
increase the completion time, as compared to the DDC caatrol

3.5 Concluding remarks

In this chapter, a control structure for the bay handling fategrating the scheduling and
control is proposed. For this, the continuous-time andrdiseevent dynamics of five in-
teracting components in a container handling system arestaddby hybrid automata. The
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hybrid system considered in this chapter is transformea sntixed logical dynamical
(MLD) model for the control purpose using HYSDEL. A hybrid del predictive control
(MPC) controller for these machines is then proposed tongalshe handling capacity and
energy consumption of machines. A proper prediction hordgis chosen to incorporate
complete interactions of different machines. The traddetiveen the energy consumption
Eiot and the completion timgnish is illustrated in a simulation. To maintain the maximal
handling capacity in an energy-efficient way, a small pgnklis chosen in the objective
function of MPC. The simulations indicate that the proposedtroller obtains energy ef-
ficiency when different layouts of terminal handling sysseane considered, in which the
average energy consumption is reduced by 27 % for the sampletiom time. The simu-
lations also show the controller can handle two types of tai#ies in real-time container
handling.

Next, in Chapter 4 energy efficiency of a medium-size comtaterminal will be in-
vestigated. As the system scale increases, the discrete-dynamics include the orders
of containers processed by the piece of equipment and tignassnt of containers to the
particular pieces of equipment, resulting in a more comptentrol problem than the com-
pact terminal. For the medium-size terminal, using the lyMPC approach the binary
decision variables increase considerably and solvingcthigrol problem using the hybrid
MPC approach is intractable. Therefore the approach oftctidgter can not then be used.
Chapter 4 will deal with this complex control problem.



Chapter 4

Energy-aware control using
Integrated flow shop scheduling
and optimal control

Chapter 3 discussed the energy efficiency of the operatibtieeocompact container ter-
minal, wherein a hybrid MPC controller is proposed for réale operations. This chapter
focuses on the energy efficiency of the medium-size contagmminal. The operation of
the medium-size terminal involves more complex discrenedynamics than the com-
pact terminal, increasing the difficulty for controllingetipieces of equipment. To tackle
this problem, a new methodology will be proposed.

The research discussed in this chapter is based oh|[[109, 110]

4.1 Introduction

In this chapter, energy efficiency of the medium-size comaierminal is investigated. The
medium-size terminal has higher complexity than the corhae for controlling the pieces
of equipment when containers are transported. The comgawirtal considers the case of
one QC, one AGV and one ASC. The assignment of containersuipmgnt and sequence
in which jobs are processed by pieces of equipment are theglstforward. When it comes
to the medium-size container terminal, the number of pie€eguipment increases and the
computational complexity for controlling the employedg®s of equipment grows corre-
spondingly. The medium-size container terminal consitleescase of one QC, multiple
AGVs and multiple ASCs. As a whole, these pieces of equipraemnbperated coopera-
tively in order to optimize the handling of containers in aremy-efficient way. In this
situation, determining the sequence in which jobs are ms®EBkby pieces of equipment is
not straightforward. Also, the assignment problem in whacbontainer is assigned to a
particular piece of AGVs and ASCs is considered in the oVerablem. To cope with the
complexity of controlling all employed pieces of equipmeart appropriate control system
has to be designed.

To reduce complexity for controlling the medium-size cameaterminal, a hierarchical

47
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control architecture is proposed in this chapter. The biehaf the medium-size terminal
is considered as consisting of a higher level and a lowet feygesented by discrete-event
dynamics and continuous-time dynamics, respectively.sétdynamics represent the be-
havior of a large number of terminal equipment. For conitnglthe higher level dynamics,
a hybrid flow shop scheduling problem for the minimal comipletime is solved. In this
chapter, the minimal completion time is referred to as mpé&rdor the scheduling prob-
lem, which is typically defined as the completion time of alb$ in the filed of operations
research. For this, the minimal time required by a particpiace of equipment for per-
forming an operation at the lower level is needed. As an dicalysolution to this optimal
control problem, Pontryagins Minimum Principle is used dafculating the minimal time
for performing an operation at the lower level. The actuaragion time allowed by the
higher level for processing an operation at the lower levslibsequently determined by an
energy-efficient scheduling algorithm at the higher lev@lven an actual operation time,
the lower level dynamics are controlled using optimal colnto achieve minimal energy
consumption while respecting the time constraint. Sinitegtudies illustrate how energy-
efficient management of equipment for the minimal makespaitddbe obtained using the
proposed methodology.

The remainder of this chapter is organized as follows: 8aeti2 presents the decompo-
sition of the dynamics of automated container terminalsliving three types of equipment.
Section 4.3 subsequently proposes a hierarchical artiigsfor controlling the equipment.
Section 4.4 illustrates the potential of the proposed aggran multiple simulation studies
using the benchmark system. Section 4.5 concludes thigehap

4.2 Modeling of container handling equipment

As shown in Fig[41l, the medium container terminal consi$tsne QC, multiple AGVs
and multiple ASCs. In a typical unloading cycle, a QC picksaumntainer from the vessel
and then unloads it to an AGV. The AGV moves with the containem the quayside
to the stacking area, where a container is unloaded by an ABE ASC then transports
the container to the position in the storage area. In a lgadyele these movements are
reversed. Accelerations, decelerations and steeringariflapplicable) of the pieces of
equipment have to be determined in an optimal way. In additibe moment at which
containers are transported from one piece of equipmentaméxt will be determined.
In this chapter, for the sake of simplicity only the horizaintrajectory of equipment is
considered. The trajectory of AGVs is simplified into oneadnsion movements and the
steering angle of AGVs is assumed fixed to simplify the madglin Chapter 6, a higher
order dynamics will be considered. In the case of one QC, tinger of AGVs is small and
therefore collision avoidance of AGVs is not consideredhia thapter. Collision avoidance
of AGVs will be considered explicitly in the case of multiplECs as discussed in Chapter
6. The AGVs are assumed to be dynamically identical.

The dynamics of the pieces of equipment considered arerdoiyeliscrete events when
a container is transferred from one piece of equipment tthen@ne. Meanwhile, the con-
tinuous dynamics, i.e., the position and the speed of a pEegquipment, evolve between
these discrete changes. The dynamics of transporting ioendacan therefore be repre-
sented by the combination of discrete-event dynamics antiremus-time dynamics. The
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Figure 4.1: Schematic layout of equipment in a medium coetaierminal.

vessel and the stacking area are hereby considered as bpwodaponents that have no
internal dynamics.

4.2.1 Hierarchical decomposition

In general, a large class of hybrid systems can be descripatebarchitecture of Fig.
[4.2 [39]. In this architecture a typical hybrid system isaaged into two layers. Different
levels of abstraction of the system model are used at eaehd&the hierarchy. At the lower
level, the system model is usually described by means ddreifftial-algebraic or difference
equations. At the higher level the system description isenatistract using discrete-event
modeling. Based on the decomposition of system dynamicsntaal architecture can be
build. Typically the controller designed for the top levetien a discrete event supervisory
controller (see, e.g., [81]), while the lower-level coflgpis controlling the continuous-
time dynamics. The higher level and the lower level commaigiby means of an interface
that translates continuous signals and discrete eventthéne hand, the discrete state of
the higher layer triggers the continuous-time dynamickélower layer. On the other hand,
the signal of the lower layer generates an event to drive yimamiics of the higher layer.
For most of these systems the control design approach has'tie&le and conquer”, i.e.,
the higher-level and the lower-level controllers are des@jindependently and then linked
by an interface that is designed for the specific problem. hia thapter we apply this
decomposition to reduce the control complexity of an autechaontainer terminal.

The dynamics of transporting containers as considereddrhiapter can also be decom-
posed into the two levels. For the high-level discrete-&vegnamics, the models (Finite
State Machines, Petri Nets, Max-plus Equations) in [Eig.rdsailting from control theory
are not direct for modeling of the pieces of equipment and theeractions. The hybrid
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(Finite State Machines, Petri Nets,
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Figure 4.2: System dynamics decomposed into a discretg-amd a continuous-time part
(based oni[6l, 39, 40]).

flow shop [86] is typically used in operations research agistics and we hereby propose
it as a new model for this framework. This model can deschbekchanging of a container
by two types of equipment. The lower-level continuous-tolgaamics can be modeled as
differential equations that describe the dynamics of oeegbdf equipment for transporting
a container. As will be detailed below, these two levels cafiiked by the operation time

allowed for each piece of equipment for doing a certain dp@raThe higher-level models

can subsequently be used for scheduling of the discretet-teractions of equipment; the
lower-level model can be used for control of each indivichiate of equipment. Below the

discrete-event model for the interaction of equipment d®ddontinuous-time model for

each individual piece of equipment will be discussed initleta

4.2.2 Higher-level discrete-event dynamics

At the higher level of the system the behavior is represehiediscrete-event dynamics.
The discrete-event dynamics describe within which timeridl and in which sequence a
number of containers is handled by the available pieceswpetent (i.e., QC, AGV, ASC).

The operations of the pieces of equipment can be represaatagarticular discrete-
event system, referred to as three-stage hybrid flow shdp [B& hybrid flow shop, each
job has to pass through a number of stages. At every stage bamnahidentical machines
can be used in parallel to process the jobs. A job is procdsséte sequence of stage and
each job requires a certain processing time in each stage.

In the three-stage flow shop that we consider, a job is defisel @mplete process
in which a container is transported from the vessel to itskitg position. One job is
processed by three types of equipment (QC, AGV and ASC). Aseeistage hybrid flow
shop, the operations by the three types of equipment areibdeddn terms of three stages:
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Stage 1 Stage 2 Stage 3
0}’ 0;' 0;'
P! QC P2 AGV p’ ASC P!
° 1 ° - ® - ®
Vessel Stacking point
) o} ) o7 ) 0/

Figure 4.3: The sequence of transporting containers udimget pieces of equipment. A job
involves going through each of the operations.

1. Stage 1: transport by the QC
2. Stage 2: transport by one of the AGVs
3. Stage 3: transport by one of the ASCs

The operations by the three types of equipment are illiesdrizt Fig.[£.3. P is defined
as the place of containérin the vessel. Pis the defined as the transfer point at which
containeri is transferred from a QC to an AGVZ s defined as the transfer point at which
containeri is transferred from an AGV to an ASC#Rs defined as the storage place of
containet in the stack.

In stage 1, there are two operations‘@nd G. Operation @' is defined as the move
of the QC from B to P! for containeii and operation ¢ is defined as the move of the QC
from P! to P? with containeri. In stage 2, there are two operation§'@nd G2 in which
an AGV moves from Pto P? with containeri and the AGV returns from Pto P after
unloading containe, respectively. Two operations®®and G2 are defined in stage 3, in
which an ASC transports contairieirom P to P* and the ASC moves from{Ro P? after
unloading container, respectively.

We next define the hybrid flow shgpoblemfor our situation. The hybrid flow shop
problem consists of finding the sequences of jobs and equiphaadling these jobs in an
optimal way. In order to solve this problem, we next formel@tmathematically.

Let there beN jobs of moving a container from the vessel to the stack. Herdefined
to be the set of jobs with cardinality sb| = N. In the hybrid flow shop problem, the process
of each operation in each stage has a time relationship: foachine to process a job in a
certain stage, there is a time constraint for the precedib@pd the successive job. For a
certain job processed in different stages, there alsoseaisime constraint to guarantee the
sequence of operations in different stages. These timedredmts are modeled as follows:

a+R(1—-05)>0 Vied (4.1)
aj+R(1-0f}) > by ViedVjedij (4.2)
a+tM 2 < by Vied (4.3)
bj +R(1—0f) > ¢ +t7 ViedVjed,i#j (4.4)
b+t < Vied (4.5)

Cj+R(1-07) > G+t %2 ViedVjed,ij, (4.6)
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Table 4.1: The information of operati(ﬂa{11hz in three stages. (he {1,2,3}, hp € {1,2})

Operation Equipment Starting time Ending time  Processing t

ol QC a ai +tt tH
Oilz QC a + till a-l + till + ti12 ti12
o AGV by b +t2 21
072 AGV G G +122 122
o3t ASC Ci G +t3t 3t
o2 ASC G+ttt Gt £32

where, forv i € ®y andV j € @ (i # j),
° cilj =1 means that jolj is handled directly after jobin Stage 1, otherwiseﬁ =0;

. 0;21- =1 means that jolj is handled directly after jobin Stage 2, otherwiseﬁ =0;

cﬁ = 1 means that jolj is handled directly after jobin Stage 3, otherwiseﬁ =0;

g; is the starting time of jobin Stage 1, i.e., the time at which the QC handlingijob
leaves P;

b is the starting time of jobin Stage 2, i.e., the time at which the AGV handling job
i leaves P;

¢i is the starting time of jobin Stage 3, i.e., the time at which the ASC handling job
i leaves B;

D tihlhz is the processing time of operatioﬂi"f‘i with hy € {1,2,3}, hy € {1,2};
e Ris a large positive number.

where the unit of;, by, ¢; andtihlhz is second. More details of the operations in the three
stages are given in Tallle 4.1.

Inequality [4.1) initializes the first job processed by th€.(nequality [4.2) describes
the relation among jobandj handled by the QC. Inequality (4.3) guaranteesd jsthandled
by an AGV after the QC. Inequalitf(4.5) guaranteesijibhandled by an ASC after the
AGYV. Inequality [4.4) and (416) represent the relation dfjandj handled by an AGV and
an ASC, respectively.

Besides the constraints on tinie (4.1)-{4.6), the discrettrol variabless;, oF ando?}
also have equality constraints to guarantee that theredistlgxone preceding job and one
succeeding job for the same machine in each stage. Howevehe first jobj (j € ®) to
be processed;, of anda (i € ®,j € ®,i # j) must be 0, and for the last jak{i € )
to be processeds’;, 05 ando?} (i € @, ] € ®,i # j) must be 0. Therefore, we define two
dummy jobs, indexed by 0 and + 1 [14]. Using®, we can definep; = ® U {0} and
®, = dU{N + 1} which are used below to satisfy the additional constraintthe first job
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and the last job. These constraints are formulated as fellow

% of =1, Vied (4.7)
Je®2
i; of =1, Vico® (4.8)
1
J_;Uéj = Ngc (4.9
i;ql"““) = Ngc (4.10)
% of =1, Vied (4.11)
Je®2
i; of =1, Vjed (4.12)
1
jgzbogj = Nagy (4.13)
i;)O-iZ(N+1) = Nagy (4.14)
% o} =1, Vied (4.15)
Je®2
i;loﬁ =1, Vjied (4.16)
l;}o'gj = Nasc (4.17)
Je
i;oﬁw) = Nasc (4.18)

Equality [4.T) and{418) represent that for eachijebd, there is exactly one preceding job
and one succeeding job assigned to the QC. Equality (4.9¢ahd) guarantee that exactly
ngc QC is employed (heraqc = 1). Equality (4.11) and (4.12) represent that for each job
i € ®, there are exactly one preceding job and one succeedingftreed to a particular
AGV. Equality (4.13) and(4.14) guarantee that there aretikaa.gy AGVs in use. Equality
(4.15) and[(4.16) represent that for eachjj@bd, there are exactly one preceding job and
one succeeding job assigned to a particular ASC. Equbliiyijand[(4.18) guarantee that
there are exactlyiasc ASCs in use.

Using the inequalities and equalities constraints, therdts-event dynamics of three
types of equipment for unloading containers are modeledlasea-stage hybrid flow shop
problem [4.11){(4.T8). In this hybrid flow shop problem, taly the completion time of job
i at each pointand the sequence of jobs that are processedtbpieae of equipmentin each
stage are decisions variables. These decision varialBededermined by the supervisory
controller in the higher level.

Note that in the model presented above, we consider a vésgai¢eds to be unloaded
in the case of one QC, multiple AGVs and multiple ASCs. A samihodel can be applied to
the operations of loading after unloading by decoupling¢hghases. When the unloading
operation completes, i.e., the last unloaded containebeas transported to the stack, the
operation of loading typically starts. The similar modehds applied to the operation of



54 4 Energy-aware control using integrated flow shop sclireglahd optimal control

loading by changing the order “QC-AGV-ASC” into “ASC-AG V&Y and updating?? into
té%in @4) .

4.2.3 lower-level continuous-time dynamics

At the higher level, the discrete-event dynamics of theratttons of the pieces of equip-
ment for transporting containers are considered u$ing-(@.18). At the lower level the
continuous-time dynamics of the individual pieces of equapt are considered. In this
chapter, for the sake of simplicity, we assume that the dycswof the pieces of equip-
ment are identical with one dimensional moves (Chapter bowiisider higher dimensional
dynamics). Let the continuous-time dynamics of one piecequiipment be described as
follows:
r(t) :g(r(t)au(t))v (4.19)

wherer (t) is the continuous state(t) is the control variable of the piece of equipment and
gis a function. More specifically, let the dynamics of the gie€ equipment be given by:

fa(t) = ra(t), (4.20)

f2(t) =u(t), ra(t) € [Vmin,Vimax], U(t) € [Umin, Umax], (4.21)

wherers(t) [m] andr;(t) [m/s] describe the position and the velocity of the piececpfip-
ment, respectivelyu(t) [m/s?] represents the acceleratidmgmin, Vmay| is the constraint on
r2(t), and[umin, Umax| is the constraint on the acceleration.

4.3 Hierarchical Controller

Based on the decomposed dynamics, the container termintbtarchitecture can be de-
scribed in terms of two levels in a hierarchical structuee(Big [4.}):

e The higher level

The higher level controller consists of the supervisorytauler and the stage con-
troller for each stage. The supervisory controller schesltime windows of process-
ing operations in each stage by means of determining theesegquof jobs. The stage
controller assigns the time window of each operation to éiqdar piece of equip-
ment. In order to schedule the operations, the supervisomraller needs to know
how much time performing each operation to be schedulednmejurhe higher level
therefore requests from the stage controller controlligynamics of the equipment
at the lower level the minimal time required for performingarticular operation.
Based on this required time received from the stage coatrafid the discrete-event
dynamics, the supervisory controller schedules the ojp@st The resulting sched-
ule minimizes the makespan. The schedule provides the timeow at which each
operation is processed by each stage. Based on the timewindwocess all opera-
tions in each stage, the time window of an operation assitmadarticular piece of
equipment is decided upon by the stage controller. The timeaw for performing
one operation by each piece of equipment is then sent by dige sbntroller to the
controller at the lower level.



"aINJ238lIyIe [0U0D [edIydIeIalY YL 't ainbi4

supervisory controller

A Tt A a0 A 3131
q [tstan,i o tend.i] ) [tslan,x H tend,i] 3 [tslarl,i > tend,i]
S, 2 12 i n  » §; 2 3%
! [tstan,i ’ tend,i] [tstan,i s tend‘i] [tstan,i > tend,i]
v \ 4 v .
S— Higher-level
g Stage 2 controller Stage 3 controller
controller
4l 11 21 21 21 21 21 21 31 31 31 31 21 21
1 [tSlaTU" tend,i] [tstarl,i,l 2> %end,i,1 [tstart,i,Z 2 %end,i,2 [ start,i n,,, 2 “end,iny,, ] [tsta.n,i,l H tend,i,l] [tstan,i,Z H tend,i,Z [l‘SIﬂ\'i,i,n;,sC > Yend i, my ]
12 12 22 22 22 22 22 22 32 32 32 32 22 22
[tstan,i’ tend,i] [tsmn,i,l > tend,x,l ] [tsum,i,z > tend,i,z [ start,i,n,g, end,i,nﬂg‘, ] [tstarl,i,l > %end,i,1 [tstart,i,z > tend,i,z [tsmn,i,nasc 2 bend,i,myg, ]
\ 4 v \ 4 \ 4 v \ 4 v
Qc AGV 1 AGV 2 AGV Nag ASC 1 ASC 2 ASC Nasc Lower-level
controller controller controller ‘ controller controller controller controller
1 1 2 2 m, m, 1 1 2 2 my my
rqc qu ragv uagv ra\gv uagv ragv uagv rasc uasc rasc uﬂsc rasc uasc
Physical
QcC AGV 1 AGV 2 AGV Nag ASC 1 ASC 2 X AGV Nasc System

19]|01U0D [edIyoIeldIH £

S5



56 4 Energy-aware control using integrated flow shop sclireglahd optimal control

e The lower level

At the lower level, the system is driven by the continuounsetdynamics of each piece
of equipment. After receiving the time window for perforrgia particular operation

from the higher level, the lower-level controller of a pieafeequipment regards the
received time window as the time constraint to perform theragon. Based on

the continuous-time dynamics and a certain cost functidimel@ over the received
time window, optimal control is then proposed to be appl@dtiie continuous-time

control of the equipment.

The details of the controllers at the higher level and atdest level are given next.

4.3.1 The higher-level controller

The higher-level controller aims at achieving an enerdigieht scheduling by maximiz-
ing the processing time of all operations when the minimakespan is obtained. The
maximized processing time of a particular operation resultenergy reduction of equip-
ment when the operation is performed. The higher-levelrodlet contains the supervisory
controller responsible for the minimal makespan and thgestantroller to assign each
operation to a particular piece of equipment in each stage.

Supervisory controller

The goal of the supervisory controller is to achieve the malimakespan in an energy-
efficient way. On the one hand, the objective is to minimize makespan referring to
the completion time of alh jobs. In the scheduling problem considered in this chapter,
the makespan is defined as the maximal value of the completimnof all jobs in Stage
2 and the completion time of all jobs in Stage 3. In other wpitiss defined as max
{c1+t22 e +31 4132 . o+ 132 on +H 314+ £32) e, || W) where

w=[c1+t22 4122 v+ e+ B2 0+ 81132 oy + 13 £32] T

and||- || denotes the infinity norm.

On the other hand, the objective is to minimize energy comdiam. Therefore the goal
of the supervisory controller at the higher level is to aghithese two objectives subject to
the discrete-event dynamics, as described in Section h2.time window of operations
that performed by each stage and the sequence of jobs thptaress by each stage are
determined by the supervisory controller. To illustrate difference between the traditional
schedule and the proposed energy-efficient schedule, thvesechedules will be described
respectively as follows:

e The traditional scheduling problem

The goal of the traditional scheduling problem we consiglér minimize the makespan
(the completion time of all jobs) subject to the discretergvdynamics. In such a
scheduling problem the processing time of each operatidirad (see, e.g./ [14]).
After defining

T T T
a=[as,az,---,an] ,b=[by,bz,---,bn], c=[c1,C2,-+ ,on]

: 1 42
o: the vector of{0j}, 07}, Of] Hicwy jedy iz
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the traditional scheduling problem can be written as foow

min ||W|e (4.22)
b,c.o

thd)

subject to
@.1)- [@.8) andl(4.Vy- @.18)

e The proposed energy-efficient scheduling

Instead of the fixed value typically considered, the praogsime of each operation
can be varying. Due to the interaction of different types qdiipment, one type of
equipment may need to wait until another type of equipmeatislable. For a two-
point transport with both the initial speed and the final siasero the maximal speed
can be reduced when the operation time is longer. This gegulthe reduction of
kinetic energy, when the processing time increases whideviditing time decreases.
Still, considering the conflict between processing time energy consumption, the
processing time of an operation by one piece of equipmengrtipon the whole
schedule of all pieces of equipment. In this way, the prdnggtme of an operation
in each stage (i.eti',1lhz h; € {1,2,3},hy € {1,2} ) can be more flexible while keeping
the same makespan. Therefore, the objective to maximizeutmeof the processing
times of each operation subject to the minimal makespantieeed. Considering
operations &' and G are identical to be processed by the same piece of equipment,
for simplicity we lett!! = t12. Similarly, we lett>! = t32 for operations & and G2

Here we define the sum of all operation time||&§;, where
11 11 412 12,21 21 122 22 131 31 432 32T
t = [tl RN LS SRR it SRR \al CLORRRIN o e SRR ivall ELRRP 7tN]
and|-||4 is the 1-norm.
Subject to the discrete-event dynamics, this optimizgiailem can be rewritten as

follows:

t 4.23
t,Q,‘b"f}?fo” ll1 (4.23)

subject to
i o 4.24
o min_lIwll (4.24)
i <t vic (4.25)
t1! =12 vi e o, (4.26)
31 =132 vi c o, (4.27)

and subject to

@.1)- @.8) andl(4.7)- @.18)

Whereahlhz (h1=1,2,3,h, =1,2) is the lower bound df“hz. The lower boundﬁhlhz
is obtained by the stage controller by means of calculatirgrhinimal operation
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time, as detailed in Section 4.3.2. Objective (4.23) regmissthat the processing time
of all operations should be maximized.

To solve the bi-level optimization problern_(4123)-(4.3fijstly we solve the tra-
ditional scheduling probleni (6.24) subject to its constiito obtain the minimal
makespan. The first step is to relax the constraint of themahimakespan such
that the obtained minimal makespan can be located in tharegmsas the equality
constraint (28). The minimal makespan is obtained by sglairtlassical operation
research problem by fixing the processing time. In other witte integer variables
of the bi-level optimization problem will be determined hetfirst step. It is formu-
lated as follows:

a(p,icrjcllvvllm (4.28)
subject to
i —thhe v c o (4.29)
1 =12 vi e o, (4.30)
31 =32 Vi € o, (4.31)

and subject to

@.1)- @.8) and[[41}- @.18)

Here we define the result of the minimization problem abovevag. So we can
set||wl|l = Wmin in the constraint (28) of the original optimization problein the
meantime,oﬁ, oizj and oﬁ obtained in the first step will be used as inputs of the
optimization problem in the second step. In the second stepiaximization of the
processing time of operations under the minimal makespfmmnisulated as follows:

tr);gféI\tI\l (4.32)
subject to
[[Wlleo = Wrnin (4.33)
e < thf2 vic o (4.34)
1=t vieo (4.35)
3 =t2vieo (4.36)

and subject to

@.1)- 4.6) and[(4.7)- @.18)

Obtaining the operation timlé1th accompanied with the starting tinag b; andc;.
The time window of operation bhz in three stages can be described as in Table 4.1.

Here we introduc htf,%i andtgrllgzi (h1 €{1,2,3}, hy € {1,2}) as the starting time and

the ending time to process the operatiq'Hh@ Therefore, based on the starting time
and the ending time to process an operation in three stagsisoas in Tabld 4]1,
These time windows will be then sent to the stage controfiéinee stages to assign
each job to the specific equipment in each stage.



4.3 Hierarchical Controller 59

Stage controller

The function of the stage controller is to collect the miniitirae to process each operation
in the stage and to assign the time window to the specific egglip to perform operations
in each stage. Since there is one QC, the time windows to qmetigo operations in Stage
1are Sti"[tslt%rtivtér}di] and[tslt%rti ’t(:alrzldi] :

Considering all AGVs are identical in Stage 2, there is nfedénce between the choice

of AGVs. We definédVagy = {1,2,...,nagy} representing the set of AGVs.
fagv: @ — Wagy, (4.37)

wherefagyis a function that maps the set of joibdo the set of AGV8H,qy. fagy(i) describes
the particular AGV assigned to jab The time windows of job assigned to a particular
AGV can be denoted bygérti,fagv(i)’tgr}di,fagv(i)] and[tgtgrti,fagv(i)’te%r%di,fagv(i)]'

Regarding the ASCs, the mapping of joto the machine is predetermined since each
container has a certain origin in the vessel and a certatimadéisn in the stack. Here we use
fasd(i) for describing the assigned ASC for jobThen the time windows of jobassigned

i i 1 31 32 32
to a particular ASC is denoted t@tgtarti,fas&i),tendi,fas&i)] and[tstam,fas&i),tendi’faso(i)]..

4.3.2 The lower-level controllers

At the lower level, each piece of equipment has a contrdilatr decides on the continuous-
time trajectory of a piece of equipment. In each controltetha lower level, an optimal
control problem is formulated so as to complete the operatigen by the higher level
within the operation time allowed. The controller at the éovlevel can hereby take into
account additional objectives, such as energy consumptinimization. The specific con-
trol problem of a piece of equipment depends on the operé#tianit has to carry out. In
particular, in this case depending on the task and the paditom where to start to where
to go, the moving behaviors of each piece of equipment aferdiit.

Letro andrs denote the origin and destination positions of a piece ofpggent. The
initial state and the final state are denoted @s- [ro O]T andrs = [rg O]T. For an
operation processed by one piece of equipment, the comdsmppiece of equipment will
process the operation frorg to r; within the given time window. This is an optimal control
problem that can be formulated as follows:

rl’?(:? J(r(t),u(t)) (4.38)

subject to
r(t) = g(r(t),u(t)), (4.39)
r(to)=ro, r(tf)=r¢, te/lto,tsl, (4.40)

whereJ(r(t),u(t)) = ftg 0.5mr(t)? is the objective function quantifying the energy con-
sumption with massand velocityro. The piece of equipment starts its operatiotyand
has to complete its operation befareThe initial and the final state i (440) guarantee the
operation is completed. Herg, (4139) represents the asmtisrtime dynamics of the piece
of equipment as explained in Section 4.2.2.
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Solving the control problem

To solve the optimal control problem abo{ie (4.38), the nicatapproach is chosen. In the
numerical approach, this continuous optimal control peabtan be simplified to an opti-
mization problem and the optimal solution can be obtainedJaylable solvers efficiently.
Considering the system model is a linear system, the enengguenption problem in this
chapter can be formulated as a standard quadratic progggmnablem. Such quadratic
programming problems can be solved efficiently.

The objective of this optimal control problem is to minimithee mechanical energy of

the piece of equipment from the origin stageo its final states over the time horizofto, t;]
hyhy
for operation (ﬁlhz. For discretization, the time step size is defined@sand thentiﬁ +1

is the number of discretized steps oyerts]. The discretized dynamical model, based on
(4.20) and[(4.211), for a piece of equipment is as follows tifoe instank

rk+1) = {é AlT] (k) + {O"ZATTZ

} u(k) = Ar (K) + Bu(k), (4.41)

wherer (k) = [r1(k) r2(K)] T describes the positian (k) and velocityr (k) of the piece of
equipment, andi(k) is the acceleration of the piece of equipméxtandB are referred to
system matrix and input matrix, respectively.

This optimization problem is to minimize the mechanicalrgyeof the piece of equip-
ment fromk = 0 to k = Ns subject to its dynamics and constraints. After defining:
[u(0),u(),...,u(Ns—1)]", the optimization problem can be formulated as follows:

Ns

min 3 0.5m(r2(k))2, (4.42)
K=1
subject to, fok=0,1,...,Ns— 1,
r(k+1) = Ar (k) + Bu(k), (4.43)
Fmin < 1K) < F'max (4.44)
Umin < U(K) < Umax, (4.45)
r(0)=ro, r(Ns)=rs. (4.46)

where 05m(r,(k))? describes the kinetic energy of the piece of equipment at kinfi i,
andrmax are the constraints on state&) and umin and umax are the constraints on the
control variableu(k).

The optimization problem above is a quadratic programiogf@m. When this problem
is solved, the lower level controller will set the calcuthteajectories as the reference for
the piece of equipment.

Determining the minimal-time required

The hierarchical control architecture proposed provideseghodology for achieving the
minimal makespan in an energy-efficient way. In this cordrahitecture, the minimal time
of each operation is required at the higher level for schiaduperations. As the interac-
tion between the higher level and the lower level of the idral control architecture,
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max vmax

(a) (b)

Figure 4.5: The minimal-time profile for a different distandg. (a): d; < Virax (b) : d >

Umax’
Vhax

Umax *

the lower bound of the processing time of each operation leypiece of equipment needs
to be computed. The minimal time required for processing @eration by one piece of
equipment depends on the states and continuous-time dgsaifitihe piece of equipment.
The minimal-time required to complete a certain operatiam be obtained from the the-
ory of optimal control, as the result of Pontryagin’s MinimwPrinciple. Application of
Pontryagin’s Minimum Principle results in the minimizatiof two so-called Hamiltonian
functions. Details of the theory behind this principle canfbund in, e.g.,[[35]. Here we
provide the outcome of applying this principle in our segtitn our setting, application of
the principle yields the control actiarit) that minimizes the time for carrying out a task as
follows:

—Umax fort=tf,....t

ut)=<0 fort=t/,....t; (4.47)

Unax fort=07,... t,

wheret; andt; are so-called switching points between different controdms,tf >t +¢,

t; >+t >t —gandt, >t —¢ (gis a small positive value), and whetigin andty
are calculated as:

Vimax if dt > Vﬁwx

tl _ Umax — Umax (448)
& V2
wif gy < e
2
v di— umax i V2
o — 2qax - —maxif cy > ﬁ—:ﬁ (4.49)
d .
2,/5% if o < na.

The different minimal-time profiles for carrying out the kawith respect to distance

d; can be seen in Figi_4.5. The minimal-time depends on thdaaekdtip betweer; and

ﬁ—:xx (which is obtained based on the optimal control actidg)s the ending time and the

distanced; is used as the integration oviérty).
In summary, the minimal-time required to process an opandiy one piece of equip-
ment can be obtained by Pontryagin’s necessary conditidms.minimal-time required is
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given byty above. It is the lower bound on the time required for procesan operation by
a piece of equipment. This bound is sent to the higher Ievsnlg%(hl =1,23hy=12)
for scheduling the operations.

4.3.3 Control architecture summary

Summarizing, the control problem for three types of equiphie decomposed into two
levels with the following steps. First once the stage cdlgraeceives the request from
supervisory controller for the time required for procegsam operation, the lower bound of
the operation time is determined by the stage controlleobsirsg the minimal-time control
problem. Later the supervisory controller determines tteeg@ssing time of operations in
each stage. The scheduling problem is formulated by thergigpey controller as a three-
stage hybrid flow shop problem. Then the time windows for pssing operations in each
stage are sent from the supervisory controller to the stag&dler. The stage controller
assigns each operation to a particular piece of equipmeeaadan stage. The pieces of
equipment subsequently carry out the operation, possibtytaking into account energy
saving objectives. The complete procedure of the hieraathbntrol structure includes the
following steps, as illustrated in Fig.4.6.

Step 1 The supervisory controller requests the time required foc@ssing an operation in
each stage;

Step 2 The minimal time for processing an operation by the QC, th&/A(@Ad the ASC is
calculated by the stage controller;

Step 3 The supervisory controller receives the minimal time frdva $tage controller;

Step 4 The supervisory controller computes the energy-efficiehedule for all jobs in
three stages;

Step 5 The supervisory controller sends the processing time ofatjpas to the stage con-
troller;

Step 6 The stage controller assigns each operation to a partipigae of equipment in
each stage;

Step 7 The lower-level controller of QCs, AGVs and ASCs receive tilnge window to

compute the trajectories of each piece of equipment forggrgaving and the whole
procedure completes.

4.3.4 Heuristic control of equipment

The previous section proposed the hierarchical contrdlitacture to achieve the minimal
makespan in an energy efficient way. The hierarchical achite emphasizes the interde-
pendence of the scheduling problem regarding the disenstat dynamics of all pieces of
equipment and the optimal control problem with respect eittdividual piece of equip-
ment considering the continuous-time dynamics.
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supervisory controller
Step 4

Step 1| Step3 | Step S5

stage controller
Step 2

Step 6

lower-level controller
Step 7

Figure 4.6: The flow diagram of all these steps for the hienéral control architecture.

Earlier works|[14, 17] focus on the schedule with regardh¢adiscrete-event dynamics,
wherein the scheduling and the control of the individuatpief equipment are considered
separately and the continuous-time dynamics of the indalipiece of equipment is typi-
cally simplified. For instance, Cao et al. [14] use the camstavel speed to compute the
travel time of equipment. Such a simplification could resulifficulties of implementing
the simplified control of equipment when the dynamics andstraints of equipment are
considered (e.g., the speed and the acceleration). Ircplantiit could lose the improve-
ment of energy-efficiency which the acceleration and thedgecount for.

Since the operational control of container terminals in literature focuses on the
discrete-event dynamics for scheduling, we include thedaling of all pieces of equip-
ment and the optimal control of the continuous-time dynanoicthe individual pieces of
equipmentin order to make a consistent comparison with tbegsed hierarchical control.
The optimal control of the individual piece of equipmentimsidered as the minimal-time
control mentioned in Section 4.3.2 since the schedulingpally considered to minimize
the completion time of all jobs [14, 17] .

For the scheduling the mathematical problem formulatiottfe scheduling of all piece
of equipment without considering energy saving is preskim&ection 4.3.1, referred to as
the traditional scheduling. Besides the mathematical@gagt, some heuristic approaches
used in practice for scheduling are also considered for enisgn. Considering the posi-
tion of the containers in the vessel, here we consider theestoselection and the random
selection in Stage 1 as the heuristic approaches in conopawiith the energy-efficient
schedule:

e Closest container selection
The sequence of jobsoilj in Stage 1 ranges from the closest place to the furtherest
place in the container vessel.

e Random container selection

The sequence of jobsoizj in Stage 1 is determined randomly.
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The heuristic approaches above for scheduling could bgrated with the minimal-
time control of the individual piece of equipment for comipgrthe performance of different
approaches consistently. In the following part, both tlesest approach and the random
approach for the operational control of equipment contiadnrhinimal time of operations
in each stage.

In the integrated heuristic methods, we use the same hiecatarchitecture as we
summarized in Section 3.3. The differences of the integragairistic methods lie in Step 4
and Step 7. In Step 4, the supervisory controller will usehengristic approach to determine
the schedule for all jobs in three stages. In Step 7, the psing time for each piece of
equipment can not be changed as in the proposed energ\eefiagproach.

4.4 Simulation experiments

In this section, different approaches for the operatiowmalttio| of the medium-size con-
tainer terminal will be tested and evaluated. In particuts performance of the traditional
schedule and the energy-efficient schedule discussed tin6dc3.1 will be compared. For
the medium-size container terminal, Benchmark System gqs®d in Chapter 2 is chosen
in this chapter. The completion time, the energy consumjaial the utilization of the QC,

the AGVs and the ASCs will be used as KPlIs in this chapter faheating the performance.

441 Setup

In Benchmark System 2 (see Section 2.4), one QC, two AGVslaere tASCs are used for
unloading a particular bay of a container vessel. (two AGk&senough to support high
utilization of the QC). The settings of this benchmark systee presented as follows:

e The initial position of the QC is set to its unloading positidr he initial position of
the AGV is set to its loading position. The initial positiohthe ASC is set to its
loading position;

e Eight containers are considered to be transported withaheesarrival time;

e The processing time of one container by the QC depends orptefis position in
the vessel,

e Each container here considered has the same verticalgositthe vessel;
e The storage location of each container to be transporteerisrgted randomly;
e The containers stored in each stack have different storage$

e The service time of the QC, the AGV and the ASC for exchangmgtainers are
ignored.

Based on the setup of the simulation, ten experiments areedavut for an overall
conclusion for the performance comparison of differentrapphes.

The scheduling problem at the higher-level controller isesth by the solver CPLEX in
the OPTI toolbox[[21]. The quadratic programing problemhat bower-level controller is
solved by the solver OOQP in the OPTI Toolbox[21].
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Table 4.2: The main results of performance indicators gatezt by the traditional schedule
using the hierarchical controller architecture.

The traditional schedule
completion time (s) energy consumption (kWh) computatioret(s)

Test 1 477 8.16 37
Test 2 476 10.15 157
Test 3 496 11.61 123
Test 4 478 10.17 852
Test5 476 10.46 31
Test 6 481 11.31 126
Test7 467 9.40 162
Test 8 503 10.53 107
Test9 462 8.94 92
Test 10 468 10.05 32

4.4.2 Results and discussion

The general results of simulations, in terms of performandeators, are given in Table
[4.2 and Tablé4]3. Table 4.6 compares the proposed methypydwith some heuristic ap-
proaches in the minimal makespan. The comparison of enengguenption is shown in
Fig.[4.1. As the illustration to compare the schedule, tisellte of two approaches chosen
from Test 6 are presented in Fig. 4.8 and Eig] 4.9.

Table[4.2 and Table_4.3 compare the main performance of #uftional schedule
and the energy-efficient schedule using the hierarchiaatrobler architecture. Using the
energy-efficient schedule , the average energy consumiptieduced by 37% for the same
minimal completion time. The piece of equipment aims to stimwn to reduce energy
consumption. Therefore, the waiting time of the piece ofiganent is decreased as much
as possible and results in utilization improvement of adicgis of equipment, as presented
in Table[4.5. Note that the computation time in Tdblg 4.3tdek the second computation
after the first computation for the minimal completion timdaich is given in Table4]2.

Table[4.6 shows the differences in the completion time betvtbe proposed method-
ology and some heuristic approaches. Among this compaiis®dable[4.6, the proposed
methodology is superior to the closest and the random appre#h respect to the comple-
tion time.

Fig.[41 presents the energy consumption of the traditisnaédule and the energy-
efficient schedule both by the hierarchical controller @ettiure. In general, the energy
consumption is reduced remarkably by the proposed endfigjeat schedule using the hi-
erarchical controller architecture. In the traditionahedule, the processing time of one
operation by each piece of equipment is fixed in which theg@eequipment is operated
at its maximal velocity subject to its maximal acceleratidhis approach results in signifi-
cant energy consumption, compared to the energy-efficiieiciile. In the energy-efficient
schedule, each piece of equipment does not need to work rwaitémal speed. Instead,
the piece of equipment has more flexible processing timeowrtttoss of the minimal com-
pletion time. In such a flexible processing time, the pieceaiipment can reduce the
mechanical energy required to transport a specific contalneparticular, the amount of
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Table 4.3: The main results of performance indicators gatest by the energy-efficient
schedule using the hierarchical controller architecture.

The energy-efficient schedule
completion time (s) energy consumption (kWwh) computatioret(s)

Test 1 477 4.82 37+0.15
Test 2 476 7.05 157+0.06
Test 3 496 8.82 123+0.06
Test 4 478 5.15 852+0.06
Test5 476 5.13 31+0.07
Test 6 481 6.54 126+0.06
Test 7 467 4.97 162+0.06
Test 8 503 7.61 107+0.06
Test 9 462 6.76 92+0.06
Test 10 468 6.29 32+0.06

Table 4.4: The equipment utilization of the traditional edhle.

The traditional schedule
QC utilization  AGV utilization ASC utilization

Test1 100% 58% 68%
Test 2 100% 57% 70%
Test 3 100% 56% 81%
Test4 100% 58% 46%
Test5 100% 58% 52%
Test 6 100% 57% 61%
Test7 100% 54% 53%
Test 8 92% 51% 73%
Test9 100% 60% 57%
Test 10 100% 56% 67%

energy consumption of ASCs is reduced considerably duestgrsat amount of weight of
the ASC. Because of the large energy contribution from A8testotal energy consumption
is reduced largely by the proposed energy-efficient sckeedul

Fig.[4.8 and Fig._4]9 illustrate the comparisons betweelrguktional schedule and the
energy-efficient scheduling both by the hierarchical caligr architecture. The number
in each block is associated with the number of containerhénttaditional schedule, the
processing time of one operation by the piece of equipmefixesl. As a result, some
pieces of equipment have more waiting time due to the symibaition of different types of
equipment. This can be seen in the schedule of AGVs and ASBEgid.8. In contrast, the
piece of equipment has more flexible processing time as shoWwiy.[4.9. Therefore, the
time to perform an operation by one piece of equipment carease, which is beneficial
to the energy reduction. It is noticeable that the reduatioenergy consumption does not
result in the increase of the completion time. Instead, trepletion time in both Fid. 418
and Fig[4.9 are the same.
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Table 4.5: The equipment utilization of the energy-efficsehedule.

The energy-efficient schedule
QC utilization  AGV utilization ASC utilization

Test 1 100% 100% 100%
Test 2 100% 100% 100%
Test 3 100% 100% 100%
Test4 100% 100% 100%
Test5 100% 100% 100%
Test 6 100% 100% 100%
Test 7 100% 100% 100%
Test 8 100% 100% 100%
Test9 100% 100% 100%
Test 10 100% 100% 100%

Table 4.6: The completion time with respect to differentrapphes.

optimal closest random
Test 1 477s 477s 496s
Test 2 476s 542s 552s
Test 3 496s 573s 540s
Test 4 478s 502s 478s
Test5 476s 516s 504s
Test 6 481s 546s 520s
Test 7 467s 551s 488s
Test 8 503s 570s 543s
Test 9 462s 476s 532s
Test 10 468s 490s 539s
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Figure 4.7: The results of energy consumption generatethéyvto different schedules us-
ing the hierarchical controller architecture. The left cohn and the right col-
umn of each test refer to energy consumption of the traditischedule and the
proposed energy-efficient schedule, respectively.
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Figure 4.8: The traditional schedule as determined by ttegdrchical control architecture
in Test 6.
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Figure 4.9: The energy-efficient schedule as determinedhé&yierarchical control archi-
tecture in Test 6.

4.5 Concluding remarks

In this chapter, the energy efficiency of the medium-sizet&@ioer terminal is considered
and an open-loop control problem is investigated. The dycsof transporting contain-
ers in the medium-size container terminal are considergdeasombination of including
continuous-time and discrete-event dynamics. A hieraattgontrol architecture is pro-
posed, consisting of two levels. The higher level is resji@dor scheduling in which
the processing time of an operation by a particular piecegafpenent is determined; the
lower level consists of controller per piece of equipmemtdn optimal control problem.
At the higher level, the minimal completion time is obtainatithe lower level, the energy
consumption reduction is achieved if possible, while $gtig time constraints on process-
ing an operation given by the higher level. Simulation rssshow that on average the
proposed approach can save 37% of energy consumption feathe minimal completion
time in comparison with the traditional scheduling. Theugttbn of energy consumption
results from the flexible schedule by making use of waitingetivhen two types of equip-
ment need to be synchronized.

Although the energy efficiency of the medium-size contaiteeminal has been im-
proved, the control problem considered in this chapter is@an-loop case which cannot
handle uncertainties during real-time operations. Alse fumber of containers considered
in this chapter is small and in practice a large humber of aaerts needs to processed.
Chapter 5 will investigate this problem, i.e., improvingeegy efficiency during real-time
operations of the medium terminal. The hierarchical aetiitre proposed in this chapter
will be used as basis for the framework in Chapter 5.

In this chapter, in the case of one QC a small number of AGVe&amgloyed and colli-
sion avoidance is not necessarily considered. Howevemwhdtiple QCs are considered
a large number of AGVs are involved and collision avoidancsibe considered. Chapter
6 will investigate this research problem.
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Chapter 5

Event-driven model predictive
control for real-time operations

Chapter 4 discussed the energy efficiency of the mediumesiztiner terminal at the op-
erational level in which an open-loop control problem hasrbmvestigated. This chapter
continues with this system, while focusing on the closesploperational control. For the
real-time operational control, the computation burderdsde be reduced and operational
uncertainties must be taken into account. For addressasgtproblems, a receding horizon
principle will be applied in this chapter.

The research discussed in this chapter is based oh|[[111, 114]

5.1 Introduction

This chapter concerns real-time decisions for energy effey of the medium-size con-
tainer terminal. In the previous chapter, energy efficiamag achieved by coordinating the
control of individual pieces of equipment and the schediiipieces of equipment to be
employed for transporting a number of containers. The iiiyason on energy efficiency in
Chapter 4 is considered as an open-loop case without anylobstce. However, during the
transport of containers, operational uncertainties camgh the process of the transporting
containers and influence the energy efficiency of the coataiandling system. The in-
volved uncertainties can be operation delay, the precisedit which new containers arrive,
the breakdown of the equipment, etc. Therefore, real-tiperations must be determined
to adjust changes in the dynamically operating environmérbntainer terminals. Fur-
thermore, solving hybrid flow shop scheduling problemshsag those in the higher-level
of the hierarchical control architecture is known to be N#?eh/86]. This results in heavy
computational burden when a large number of containerswaodvied in the bay handling
of the vessel, whereas in Chapter 4 a small number of comsaame considered.

To handle operational uncertainties and reduce the cortigogh burden, an event-
driven Model Predictive Control (MPC) is proposed in thisapter for scheduling and
rescheduling all operations involved for transporting aber of containers in an energy
efficient way. The trajectory relevant to each operatioreisehy determined on-line by re-

71
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actions X
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—> Container handling

S system
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Figure 5.1: The structure of the rescheduling scheme fohlighting the supervisory con-
troller.

ceiving the updated operations times from the supervisomyroller, which is highlighted
in Fig.[5.1. Two common types of uncertainties, i.e., therapenal delay and the precise
arrival time of new containers, are handled by this MPC algr. The proposed MPC con-
troller reduces the computational burden significantly pared to the open-loop schedul-
ing problem. Similarly as in Chapter 4, the completion tinh&r@nsporting all containers is
referred to as makespan.

The remainder of this chapter is organized as follows: $ad&i2 describes the discrete-
event dynamics and continuous-time dynamics of the coataémminal separately. Section
5.3 proposes an event-driven MPC controller for carryingloe operations of jobs. Section
5.4 compares the performance of the proposed MPC contasilgthe existing controller.
Section 5.5 concludes this chapter with remarks.

5.2 Modeling of equipment

5.2.1 Modeling of interacting machines

Chapter 4 considers the case of unloading a vessel and gdkerdiscrete-event dynam-
ics of the medium-size container terminal are modeled asesibktage hybrid flow shop.
In that model, two successive operations are considered farticular QC or ASC (i.e.,
Ol and @ for the QC in Stage 1, & and G2 for the ASC in Stage 3). When real-time
decisions are to be determined, on the one hand two typesugiragnt are required to be
coordinated and on the other hand these two operationséd@@ or the ASC also needs
to be coordinated. We extend the discrete-event model optehd and merge these two
operations for the QC or the ASC into one single operatiorergfore, the operation of an
individual machine is emphasized for rescheduling openatof interacting machines, sim-
plifying the coordination of the discrete-event dynamigdtie merged operation is related
to a particular optimal control problem for one individué&e of equipment that will be
discussed in Section 5.3.2 and Section 5.3.3.

As a three-stage hybrid flow shop, the operations of the ttyees of machines are
described in terms of three stages:

1. Stage 1: one QC
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Stage 1 Stage 2 Stage 3

(o} >
i o >

P’ QC p? AGV P}~ ASC p*

i . - i !

04
Vessel transfer point transfer point o; storage point
at the quayside at the stack at the stack

Figure 5.2: The sequence of transporting containers udimgd types of machines.

2. Stage 2: multiple AGVs
3. Stage 3: multiple ASCs

The operations of the three types of equipment are illiestrat Fig[5.2. P is defined
as the place of containérin the vessel. Pis the defined as the transfer point at which
containeri is transferred from a QC to an AGV2Rs defined as the transfer point at which
containeri is transferred from an AGV to an ASC{*Rs defined as the storage place of
containet in the stack.

We consider one job involving four operations, as shown t[Bi2. Each operation
only requires a single machine operation and the transitfdhe two operations involves
the interaction of two types of machines. In Stage 1j€defined as the move of the QC
from P? to P? throughout P for picking up a container in the vessel. In Stage 2, there
are two operations ©and ¢ in which an AGV moves from Pto P? with containeri and
the AGV returns from Pto P? after unloading containér respectively. OperationsOs
defined in Stage 3, in which an ASC transports contaifiemn P° to P? throughout B for
releasing the container into the storage place.

As same as Chapter 4, we still considéjobs of moving a container from vessel to
stack,® to be the set of jobs (cardinalitp| = N). Two dummy jobs 0 antll + 1 are still
used for definingp; = ®U {0} and®, = PU{N+ 1}. Due to the extension for defining
the operations, time constraints for a particular piecegofgment are described as follows:

a+R(1-05) >0 Vied (5.1)
aj+R(1-a) > by ViedVjed (5.2)
a4+t <b Vied (5.3)
bj+R(1-0F) > ¢+t ViedVjed (5.4)
b +t? < Vied (5.5)
¢j+R(1-0}) > ¢+t Vie d,Vje o, (5.6)

where, forv i € d; andV j e ® (i # j),
. cilj = 1 means that jolj is handled directly after jobin Stage 1, otherwiseﬁ =0;

. cizj =1 means that jolj is handled directly after jobin Stage 2, otherwiseﬁ =0;
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cﬁ = 1 means that jolj is handled directly after jobin Stage 3, otherwiseﬁ =0;

g is the starting time of jobin Stage 1, i.e., the time at which the QC handlingijob
leaves P;

b; is the starting time of jobin Stage 2, i.e., the time at which the AGV handling job
i leaves P;

¢i is the starting time of jobin Stage 3, i.e., the time at which the ASC handling job
i leaves B;

th is the processing time of operatio! @ith h € {1,2,3,4} ;

e Ris alarge positive number.

where the unit ofy, b, ¢ andtih is second.

Inequality [5.1) initializes the first job processed by thé.@nequality [5.2) describes
the relation among jolb and j handled by the particular QC. Inequalify (b.3) guarantees
that jobi is handled by an AGV after a QC. Inequality (b.5) guarantkasjbbi is handled
by an ASC after an AGV. Inequalities (5.4) ahnd (5.6) représea relation of jobi and j
handled by a particular AGV and a particular ASC, respeltive

As same as Chapter 4, additional equality constraints ofliterete decision variables
ofi, o7 ando; are described ab(4.7) (0(4118).

Using these inequalities and equalities constraints, iferete-event dynamics of three
types of machines are modeled as a three-stage hybrid flow $fehis hybrid flow shop,
the completion time of job processed by each stage and the sequence of jobs that are
processed by each machine in each stage are decisionsl@ariihese decision variables
will be determined by the supervisory controller discudseldw.

For the continuous-time dynamics of an individual machime still consider the double
integrator in discrete time, which is the same presented.dd)in Chapter 4.

5.3 Receding horizon controller

This section proposes an event-driven receding horizoarsigory controller for schedul-
ing and rescheduling the interacting machines, as repiesémFig[5.1. The information
from the handling system to the supervisory controller ia®f the lower bounds of re-
quired times for carrying out the operations involved in #eious jobs considered by the
supervisory controller. The control actions of the supsy controller include setting the
allowed operation times of uncompleted jobs and dispatcbhimew jobs. Here a distur-
bance refers to the uncertainty due to the operation deldytemarrival of new containers.
The supervisory controller is considered part of the higbeel controller of the hierar-
chical architecture proposed in Chapter 4. Initially thpeswisory controller provides the
solution for scheduling part of containers before all ofierss begin. Later an event trig-
gers the rescheduling of the supervisory controller. Thgestisor will then measure the
actual operation times depending on the states of the megiie., the actual position and
the actual velocity of the machines. These measurementeemaised to update the mini-
mal time needed for completing the ongoing jobs. Then, tipesdsory controller updates
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the operation times involved in completing the consideodss$j The supervisory controller
subsequently determines the new schedule for the integaetachines.

5.3.1 Supervisory controller

The supervisory controller determines the energy-efftgehedule of the interacting ma-
chines by solving an optimization problem. In the optimizatproblem, we consider an
objective function combining the minimization of the majas and the maximization of
the sum of all operation times. In this chapter, we considercase in which the jobs are
carried out exactly in the order as requested by the shipjmeitarly as in[59]. The decision

variables are the operation times and the job sequenceage 3tand Stage 3.

In the considered scheduling problem, the makespan is dedisithe maximal value of
the completion time of all jobs in Stage 2, carried out by th@\W&, and the completion
time of all jobs in Stage 3, carried out by the ASCs. In otherdgoit is defined as max
{er+t3,.,on+td,c+t o on R Qe [[Wle, Wherew = o +t3,co+t3,... on +
t3,c1+tf,co+t5...,on+ 1] T and||- | denotes the infinity norm.

After defining

a=[ay,a, - ,aN]T
b=[by, by, ,bn]"
c=[c,Co,- - ,CN]T
o1: the vector of{ 0}, Yicao, jea,ix]
02: the vector of{ 07 }ico, jea,.i]
03: the vector of 02 }ica, jed, iz
t: the vector of{t"}icon-1234

this scheduling problem can be written as follows:

' o—A 5
a,byg(]jlzr,]Ug,tHWH HtHl (5 )

subject to
§ <t forhe {1,234} 5.8)

G.I)- G.8) andl(4.r)- @.18)

wheres is the lower bound of (h € {1,2,3,4}), nis the number of jobs to be processed,
A is a small penalty on the sum of all operation times. For egration, the operation
timetM and its starting timey, b; or ¢; constitute the time windows given in Tafile®5.1.

The scheduling problem formulated above is the foundatiothe rescheduling ap-
proach discussed later in Section 5.3.4.
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Table 5.1: The time windows of operations in three stages.

Operation Machine Starting time Ending time

o} QC a a+t!
0? AGV by bi +t?
o? ASC Gi i+t
ot AGV Ci G+t

5.3.2 Minimal-time calculation

This section discusses how the minimal time of a particutaration (@, 02, O or O)

is computed, wherein the operation can be ongoing or unpseck(i.e., the operation has
not started yet). This minimal time is used for determining tower bound of the actual
operation time allowed for this particular operation.

For the minimal time calculation problem, in Chapter 4 wesidar the simple case of
the double integrator for individual piece of equipmentliing the overall move from
the origin to the destination without a stop during the mofrer this case, the result of
Pontryagins Minimum Principle in_[35] can be directly agglifor solving this problem. In
this chapter, a different case in which the piece of equigrpessible may have a different
initial state and an optional stop is considered and we lyguedpose a numerical method
for calculating this minimal time.

In this minimal time calculation problem, the machine (QGG\WA or ASC) with an
initial staterg at time instankg is required to reach the target(r = [r1¢,0]) as fast as
possible. By introducing the binary varialiigk), the minimal time required by a machine
to complete the operation can be obtained as follotkss [ko+ 1, ..., Ko+ Tw],

ri(k) —ris < R(1—bx(k))
ri(k) —ris > —R(1—by(k)) (5.9)
ra(k) —0 < R(1—by(k))
r2(K) — 0> ~R(1— bi(k))
ko+Tw
% bi(k) = 1,vk € [ko+1,...,ko+ Tw] (5.10)
k=kg+1
I’(to) =Tro, (5.11)

whereT,, is a significantly large number which ensures the calculaticche minimal time
andRis a large positive number to ensures that the constrairffi&E®) are active only when
bt(k) = 1. Equationd(5.10) and{5111) force the staté a machine to move from the initial
staterg to the target;.

If we definee(k) as the elapsed time at time instéie(k) = (k— ko)AT), thene(k)by (k)
describes the finishing time wheér(k) = 1. Therefore, the minimal time of an operation can
be obtained by minimizing the sum of finishing times accogdimdifferentr s as follows:

ko+Tw

min % e(k)b(k), (5.12)
=to+1

Uabt k
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subject to[(4.411) and(5.9]=(5111),
wheree(k) is the elapsed time at time instdqtu andb; are continuous and binary control
variables of optimization problerh (5.112).

We define the minimal time sindg for completing these four operations{(aD?, O|3
0f) asst, &, § ands, respectively. The value of the objective functionin (3.g®es the
minimal times® ands* for completing @ and ¢ directly. For operation Pand &, they
are both a particular two-point transport problem. We defing andt3 ;. as the minimal

time for completing the whole operatiof@nd @, ands] ., ands’ , as the result of(5.12)
for Ol and @. The detailedst ands® for completing @ and G are described as follows:

g Sl cai+0.5t% .,  before the middle point/P (5.13)
Scal after the middle point P '

8- $a+05t3 ., before the middle point;P (5.14)
S after the middle point £ '

The values ok, ro andrs andkg depend on if the operation is ongoing or unprocessed.
If the operation is ongoindy is the time instant triggered for reschedulingjs measured
as the state of the machine andis given depending on the specific operation. If the
operation is unprocessed, these values are exactly theasaptenned off-line.

5.3.3 Energy-efficient optimal control

This section presents the mathematical formulation of tér@l control problem for en-
ergy reduction. In general, within the remained time stgd®r completing the operation
determined by the supervisory controller, an optimal aatroblem is formulated based on
its initial stater g at timetp and the targat; at time instankgy + T, of the particular operation.

This optimal control problem is also applicable to these fiperations (@, 02, O3 and
0% when they are either ongoing or unprocessedandr g rely on whether the operation
is ongoing or unprocessed, which is the same as considetéé iminimal time problem
above.r¢ are related to one of the transfer poinfsaRd F. Due to the differences between
the AGV operation and the crane operation, the energy maaititin problems are discussed
separately in the following parts.

Energy-efficient optimal control for AGV

For AGVs, operations Pand ¢} involve two-point transport problems. For a double in-
tegrator dynamical system, the energy minimization pnobie to minimize the sum of
absolute values of the accelerations| [35], while reachimegydestination. Therefore, the
minimal energy optimal control problem for AGVs can be fotatad as follows:

ko+Tr—1

i k 5.15
min k;(] [uk)] (5.15)

u
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subject to
(4.41)
r (ko) = ro, (5.16)
r(ko+Tr) =rt, (5.17)

whereu are continuous control variables of the optimization peofl Equation$ (6.14) and
(6.138) force the machine to move from the initial stegao the target ¢.

This optimization problem is a linear programming probléme, result of which is easily
obtained using existing solvers.

Energy-efficient optimal control for cranes

For the QC and the ASC, Joand C? both involve a special two-point transport problem,
in which a particular crane moves from one point to the seqaidt and then back to the
first point. Therefore, we consider a particular optimiaatiormulation differing from the
formulation @& and .

In this minimal energy control problem, a crane (QC or ASQpiguired to move from
its initial staterg at time instankg to the target (throughout the middle pointilFbr Pﬁ
if applicable for a stop) using less energy within a giveretiwindow. We defin@m(rm =
[r1.m,0]) as the stopping state of the middle point. The stop,fif formulated using binary
variablebc(t) as follows:Vk € [ko+ 1, ..., ko + T,

ri(k) —rim < R(1—be(k))
r1(K) —rim > —R(1—be(K))
ra(k) — 0 < R(1—be(k)) o
ra(k) — 0> —R(1—be(k))
vk e [ko+1,....ko+ T — 1],
o Tr—1 1 before the middle pointiFor P*
k:%ﬂ bo(k) = {0 after the middle point Por P 619
(ko) = ro (5.20)
r(ko+Ty) =rv, (5.21)

whereR is the large and positive number to guarantee the constrmin6.18) are active
only whenb¢(k) = 1. Equations[(5.20) and{5.21) force the crane to move framirthial
staterg to the targets.

Therefore, this optional minimal-energy optimal controbiplem can be formulated as

follows:
ko+Tr—1
min [lu(K)|| (5.22)
u,be K&

subject to

@41)EI18)- -E21)
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Algorithm 1 Event-driven energy-efficient algorithm

1: Initialize the firstN, jobs (g = 0)
2: while |®(kg)| = Np do

3 ift=||d1]j then

4: ki=kq+1

5: Remove conditional completed jobs

6: Add new unprocessed jobs(kq)| < Np)
7: Computes’ locally for eventkq (i € ®(Kq))
8: Updates for eventkq (i € ®(Kq))

o: Reschedule and determitfefor eventky
10: Execute" locally for eventkg
11 endif

12: end while

whereu andb. are continuous and binary control variables of the optitioraproblem,
respectively. This optimization problem is a mixed intetieear programming problem,
which can be solved by efficient solvers such as CPLEX.

5.3.4 Event-triggered rescheduling algorithm

The supervisory controller concerns the discrete-evenahycs of the container handling
system. For a class of discrete-event systems, [98] propthseevent-driven MPC strat-
egy. Similarly, in this chapter we propose a receding haorigivategy for energy-efficient
rescheduling based on triggered events. Here the eventiredeas the moment at which
the operations of the first job processed by the QC are coethldtising a receding hori-
zon principle, we consider the supervisory controller ceses for a fixed set of containers
|®P(kq)| = N, for eventky. The procedures of scheduling can be found in Algorithm 1.
The algorithm involves several key steps:

1. In the initialization ky = 0), the schedule of the fird, jobs is made.

2. At eventky, the supervisory controller excludes the job which is finsiggssed by
the QC and of which all operations are complete. This coesruntil the first job
processed by the QC does not completes all its operations.

3. The supervisory controller adds new unprocessed jotbgkg).

4. The local controller of the machine computes the minirmaétfor completing the
operatiord" at timet and updatez«#1 for the whole operation as in Table. b.2.

5. The updateegh is sent to the supervisory controller as the lower-boungfocessing
these operations.

6. The supervisory controller determines the updated ¢iparimes and sends them
back to the local controller of the machines.

7. The local controller of each machine adjusts its accateraonsidering the updated
operation times, as given in Table.5.3.
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Table 5.2: The parameters of the minimal time problem foropperations.

operation ongoing unprocessed
O  k=t/AT,§=§+t—a k=a/AT s =5
0? ko=t/AT, =& +t—b ko=b/AT, =%
o} ko=t/AT,§=§+t—-¢ ko=6/AT,§=§
of ko=t/AT,§'=§+t—c ko=c/AT,5'=§

Table 5.3: The parameters of the energy-efficient problerthinoperations.

operation ongoing unprocessed
of ko=t/AT, Tr=(tl—t+a)/AT k=a, T =t}/AT
0? ko =t/AT, Tr = (2 —t+bi)/AT ko =bj, T, =t?/AT
o? ko=t/AT, T = (t2—t+c)/AT ko =c, T, =t3/AT
o} ko=t/AT, Tr=(t*—t+c)/AT k=c, T =t/AT

This scheduling algorithm does not update the planning amgrwhen the number of
containers to be planned is no more than the prediction bioiif as few containers are
left.

5.3.5 Blocking control

In the literature, rescheduling for operations of contateeminals is hardly investigated. In
[11] a rescheduling policy has been proposed for largeedeak allocation of autonomous
straddle carriers, in which the rescheduling does not ob#mg schedule of planned jobs.
However, the rescheduling of straddle carriers is diffefem the case of QC-AGV-ASC
for which there is no particular rescheduling method. Asdomparison we consider a
basic approach for dynamic scheduling in general manufiactgystems, referred to as the
periodic policy [78]. This policy is regarded as a simple afigctive approach since it
decomposes the large scale scheduling problem into manystatac scheduling problems
that can be solved efficiently. The schedule is then execatednot changed until the
next period starts. Considering that the scheduling ofaioet terminals depends on the
number of containers, in this chapter we decompose the slihgf all containers into
several blocks in each of which the number of containers imkqgin the following part
of this chapter, this control method, referred to as blogldontrol (BC) is considered for
comparison with the proposed MPC controller.

5.3.6 Performance indicators

Similarly as in the previous chapters, the completion timd the energy consumption
(proposed in Chapter 2) are chosen as KPIs in this chapteraioate the effect of the
proposed MPC controller.

The completion time can be calculated simply as the conguig¢iine of all containers.
(See Section 5.3.1)

The energy consumption of all machines for the complete Isition is calculated as
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Table 5.4: The weight parameters of the controlled comptmen

mgc mac mglgv mfagv mgsc mfasc
10ton 25ton 15ton 30ton 240ton 255ton

follows:
Etot = Eqc" + Edgu + Edsc» (5.23)

whereE describes the energy consumption of all machiigs?, ES' and ESI denote
the energy consumption of the QC, the AGVs and the ASCs foctimeplete simulation,
respectively. The calculation &{" is presented here:

) Ns—1
Est"= 3 Eqe(k) (5.24)
k=0
Eoelk) = {S.Srmc(k) % (Vo(k+1) —V2e(K)) \j;(em 1) > VZ:(K) 5.25)
_ )G Vae(k+1) <0
Mae(k) = {mEc vaelk 1) > 0, (5.26)

whereNs is the total simulation steprg, is the unloading weight of the QC without the
container and the. is the loading weight of the QC with the container. Similar§,
andm. are defined as the unloading weight of the AGV and the AS]Q‘g;V and mig,
are defined as the loading weight of the AGV and the ASC. Thghtsiof the machines
[41,l42,)54] are given in Table §.&,g, andEasccan be computed in a similar way Bgc.

5.4 Simulation experiments

In this section, different approaches for real-time operatontrol of the medium-size con-
tainer will be evaluated in a number of simulations. The medsize container terminal,
Benchmark System 2 (see Section 2.4 of Chapter 2) will be irsétils chapter. As the
KPIs proposed in Chapter 2, the completion time and the greamgsumption will be used
in this chapter.

54.1 Setup

Next we present simulations in which the proposed MPC cdlatroontrols the system. We
consider the case of 1 QC, 2 AGVs and 3 ASCs of Benchmark Syatdihis configuration
aims to achieve a high handling capacity, which is consistéth the setting of Chapter 4.
One ASC is installed per stack. Besides the feature of Beadhi®ystem 2 proposed in
Chapter 2, additional features with respect to this chaptias follows:
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Figure 5.3: The layout of Benchmark System 2.

Table 5.5: The dynamical set of jobs and times of the schaglolier events.

Eventky | ®(kg) time
0 {1,234 Os
1 {2,343 175s
2 {3,458 280s
3 {4,5,6,7 363s
4 {5,6,7,8 453s

¢ The traveling distance of the AGW,gy for three stacks are 100m, 120m and 140m,
respectively. This assumption has taken the suggestedtl&gon a terminal simula-
tion company into account;

e The handling starts when the vessel just berthed,;

e The maximal computation time of the open-loop controllesgsto 1 hour;
e The penalty in the objective function (5.22) is chosen to 0.01;

e The sample tim@T is set to 1 second.

The simulations are carried out in Matlab using an Intel C¥80 processor (2.4GHz)

with 4GB memory. The involved mixed integer linear prograimgrproblem is solved by
CPLEX 12.5.

5.4.2 lllustration of MPC controller

This section provides an example of the MPC controller fastrating the receding horizon
control principle. For sake of simplicity, in this example wonsider the case of transporting
8 containers withN, set to 4.
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Figure 5.4: The schedule of the MPC controller over everite (tashed line indicates the
event moment).
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Figure 5.5: The overall result using the MPC controller.

Fig.[5.4 shows how the event-driven MPC controller plansstteedule over events and
Fig.[5.8 provides the overall planning using the MPC colfgrolTablg 5.b presents the dy-
namical set of jobs considered in the MPC controller. At E¥{0s), the firstN, containers
are planned. At Event 1 when the operations for the first job(@) have completed (175s),
this job is excluded fron®(ky) and a new job is added tb(kq), sinceN, = 4. The opera-
tion times of uncompleted operations are updated using tR€ kbntroller. Similarly, the
remaining jobs are planned in a receding horizon way.

5.4.3 Prediction horizon choice

A motivation to use the MPC control is that it can reduce thegotation burden in com-
parison to the open-loop perspective taking into accouebaltainers at once as in Chapter
4. In this chapter, the proposed event-based MPC contiadiecerns the hybrid flow shop
scheduling problem which is NP-hard, even in the case whenstage contains two ma-
chines and the other stage has a single machine [86]. Howiavitie MPC controlleiN,
directly influences the performance of the controlled sysé@d computation time which is
crucial for real-time control. In the following part, we disss the choice dflp.

To investigate the influence &, on performance, we test the performance of the com-
pletion time and total energy consumption by chandgip@f the proposed MPC controller.
To test differentNp, we consider the number of containers assumed to be 40 isithida-
tion. Due to the stochastic setting of the sequenced caraand their destinations in each
stack, we conduct 5 different settings analyze the averagenmances for a particuléi,
of the proposed MPC controller. For the five settings, we atsapare performance of the
MPC controller with the open-loop optimal control. The ogeap optimal control solves
the entire planning once. For the five cases, the optimalitgeoopen-loop optimal control
is not achieved within the maximal computation time 1 hour.

Fig.[5.8 presents the average completion time and the avereaygy consumption when
differentN, are considered. It is observed from Hig.15.6 that a longediptien horizon
can result in a smaller completion time. The completion tofleereases correspondingly
asNp increases whef\, is small. This is because a longer prediction horizon cae tak
more information of consecutive containers into accoutlead to a shorter completion
time of transporting all containers. The completion timabditzes whenN, is 10 since
the prediction horizon is long enough for predicting neaegsontainers to be transported.
The open-loop controller has a smaller completion time tharMPC controller, however it
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Figure 5.7: The simulation results of the computation timreviarying N,.

results in the expensive computation. For energy consempdithough it fluctuates when
Np increases, the trend of declining can be observed.

Fig.[5.7 shows the average initial computation time of theQwi@ntroller (for event 0)
and the average computation time of reschedulings for ngiyp. For the initial horizon,
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Table 5.6: The parameters of the ASC and the AGV for the bagliman

dasc dagv
Containers| stack 1 stack 2 stack Bstack 1l stack2 stack3

50 56m 136m 132m

60 189m 99m 98m

70 136m 80m 74m

80 35m 7m 113m 100m 120m 140m
90 109m 145m 105m

100 33m 159m 63m

the computation time grows significantly as the predictiomnizon increases. The aver-
age computation time remains at a low number, althougheasridightly as the prediction
horizon increases.

In the proposed MPC controller we chodsg= 10 as this value balances the size of
the optimization problem and computation time, while gtibviding a competitive perfor-
mance in comparison to other prediction horizons.

5.4.4 Adaptiveness

In Section 5.4.2 we explored the effect of differéMg on the performance of the MPC
controller for transporting a particular number of con&s Still, in practice the number of
containers can vary according to the size of the bay.

Here we consider the cases of transporting containersaiyiconsidered for a bay of
a container vessel. In each case, the order of containecessed by the QC and their
destinations for the same stack are generated randomlsid&ing that the typical order
of magnitude for the number of containers for a bay is 100 asvehin [90], we test the
transport of 50, 60, 70, 80, 90 and 100 containers to illtsstitzat the MPC controller can
be applied to a generic setting of container handling foryadfahe container vessel. The
related parameters can be found in Tablé 5.6. Parangranddascare the AGV and the
ASC for each stack per case.

First, Fig.[5.8 compares the completion time of the propdd4®€ controller and the
BC controller for receding horizon rescheduling. The psgabMPC controller can take
into account the interaction of jobs between different kéoof containers and therefore it
has 11% less completion time than the BC controller on aeerdgpis advantage can be
found for all cases of containers to be transported.

Fig.[5.8 presents the energy consumption of the proposed s4ir€oller and the BC
controller for receding horizon rescheduling. The MPC calfer considers the block inter-
action of containers and as a result it also reduces the yoergumption for transporting
containers than the MPC controller. In general, more coetairansportation results in
more energy consumption. However, the storage locatiohetontainers for each stack
is generated randomly. Then the ASC does not operate at ashiggd for a very short
distance. This explains why the energy consumption of prarigg 80 containers is signif-
icantly less than the other cases in [Figl] 5.8.
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Figure 5.8: The performance comparison of transportingeas containers

5.4.5 Scenario with uncertainties

Section 5.4.2 and 5.4.3 show the advantage of reducing tim@waiation burden using the
proposed MPC controller. In the simulated scenarios, alitaioers are transported as
planned without any uncertainties. Besides the computatioenefit, the MPC controller
can also handle uncertainties that may take place in thair@nthandling system. As two
main common types of uncertainties, the operational defalythe precise arrival time of
new containers will be investigated next. The performarfadd® MPC controller will be
compared with the open-loop controller. In the open-looptadler, the operation times
are determined beforehand and the starting time of the tpernmay change in case of
uncertainties.

Operational delay

In the handling process of a container terminal, one macmag have a delay resulting
from the handling operation (e.g., slow down the speed)s Tétjuests that the MPC con-
troller can adapt the delayed condition and transport theaheing containers still in an
energy-efficient way. In this chapter, we simulate an opematelay of 50s occurring when
the ASC is processing gjn the stack due to the slower speed unexpectedly. Due to the
possible delay resulting from the slower speed, the trajéxg of the machines have to be
re-optimized for the sake of energy-efficient handling. Bsadne hand the completion time
needs to be minimized, while the energy reduction is expetctéemain low on the other
hand. To test the performance of the MPC controller, we set sgenario in which a group
of containers are transported from the vessel. In this saerthe number of containers is
assumed to be 16 and a 50-second delay takes place v@ierp(bcessed by the ASC. This
scenario is simulated both for the MPC controller and thendpep controller.
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Figure 5.9: The scheduled result of the open-loop contrati¢he scenario of the operation
delay.
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Table 5.7: The performance of controllers in the scenarithefoperation delay.

controller MPC Open-loop
Completion time| 976s 1026s
Etot 8.84kWh  9.58kWh

Fig.[5.9 and Fid. 5.70 illustrate the scheduling resultiefdpen-loop controller and the
MPC controller. Comparing Fif. 5.9 and Hig. 5.10, the MPCtaalter reduces the possible
delay resulting from the g)and therefore completes all jobs by rescheduling the ojparat
of the machines.

Fig.[5.11 and Fid. 5.12 present the trajectory of the ASC efapen-loop controller and
the MPC controller. Compared to Fig. 5111, it can be seen frign[5.12 that the MPC
controller can adjust the speed and therefore reduce thebposlelay of Cg due to the
unexpected slower speed of the ASC. This adjustment is l@as#te measurement of the
location and the speed of ASC 2 which is processiég 0]

Tabld5.Y compares the performances of the MPC controllérta@ open-loop con-
troller. In the considered scenario, the MPC controller iduce the possible delay and
achieve lower energy consumption by rescheduling in angliorizon way in comparison
to the open-loop controller.

Arrival of containers

Besides the uncertainties resulting from the operatioaydehe precise time of arrival of
new containers is regarded as another uncertainty thaemks real-time control of the
container handling. To test the performance of the prop®@ controller, we set up a
scenario in which a number of containers is being plannedt@dew container arrives as
a disturbance. In this scenario, we assume 16 containeoparating and a new container
arrives later as one example for illustrating how this distunce is handled by the proposed
MPC controller. It is assumed that the terminal is informgdte container arrives later at
a particular time when the 16th containers leaves the vessel
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Figure 5.13: The scheduled result of the open-loop cordrdt the scenario of the new
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Figure 5.14: The scheduled result of the MPC controller ia itenario of the new arrival
containers.

Fig.[5.13 and Fid. 5.14 present the scheduling result of gemdoop controller and the
MPC controller both in the scenario of the new arrival camtai The open-loop controller
first plans the 16 containers completely and then plan the aremal container when it
just arrives at the terminal. The MPC controller schedutes16 containers in a rolling
horizon way and the rescheduling of the MPC controller iggered when receiving the
new container will arrive later. The open-loop controlleed not consider the interaction
of the ongoing jobs and the arrival job to be processed anefitre lose the opportunity
of reducing energy consumption. Instead, when the newadrcontainer is informed, the
MPC controller adjusts the operation times of ongoing jatd the speed of the machines
for the ongoing jobs for energy saving.

The performance of the MPC controller and the open-looprodiat in the scenario of
the new arrival container is computed in Table] 5.8. It candmnghat the proposed MPC
controller saves 16% of energy for the same completion tifadl containers compared to
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Table 5.8: The performance of controllers in the scenarithefnew arrival container.

controller MPC Open-loop
Completion time| 1237s 1237s
Etot 8.82kWh 10.40 kWh

the open-loop controller.

5.5 Concluding remarks

In this chapter, both discrete-event dynamics and contistiine dynamics of a container
handling system are considered. The discrete-event parbdeled as a three-stage hybrid
flow shop and the continuous-time part is modeled as a dontdgriator. An event-driven
receding horizon controller is proposed for improving gyeefficiency of the container
handling system during the real-time operation. A propedjmtion horizonN, is cho-
sen for achieving the competitive performance in a low cotajan burden. The energy-
efficient container handling is implemented as a multi-otije optimization problem in
the supervisory controller. The simulations indicate i proposed controller obtains
energy efficiency for the bay handling of the container viesEke simulations also show
the performance when the controller faces two types of daitgies in real-time container
handling.

Until now, the energy efficiency of the compact containemieal and the medium-
size container terminal has been investigated, whereirtdlse of one QC is considered
in these two types of terminal. In the case of one QC, only dlsmanber of AGVs are
involved and collision avoidance of AGVs are not considetadhe next chapter, the case
of multiple QCs is considered, in which the research on siolti-free trajectory planning of
free-ranging AGVs integrated with scheduling of interagtmachines will be carried out.
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Chapter 6

Collision-free scheduling of
free-ranging AGVs

Chapter 3-5 are concerned with a major problem of this thésis to improve the energy
efficiency of the operational control of automated contateeminals, in the scope of the
compact terminal and the medium-size terminal. The impheat®n of free-ranging AGVs
has so far remained unclear for automated container tetsni®a the one hand, collision-
free trajectory planning of AGVs must be considered for safeasons. On the other hand,
the optimal coordination between AGVs and other types ofpgant for high handling
capacity is needed. The research problem of integratingsicol-free trajectory planning
of AGVs and the scheduling of interacting machines, whicbassidered for a large-size
terminal, will be investigated in this chapter.
The research discussed in this chapter is based oh|[112, 113]

6.1 Introduction

This chapter investigates the integration of the collidi@® trajectory planning of free-
ranging AGVs with the scheduling of interacting machinesiinomated container termi-
nals. As an emerging technology introduced in Chapter 1fréeeranging AGV allows
to move autonomously and therefore the path of the AGV is xedfi This feature can
shorten the driving distance considerably compared tortditional mesh routing using
a fixed pathl[31]. However, it is still not clear how to implemdree-ranging AGVs in
container terminals because the trajectory planning of A@G\airly complex. On the one
hand collision avoidance of two AGVs must be considered ety reasons, while AGVs
cooperate with other types of machines (e.g., QCs and AS@=aictively for loading or
unloading vessels on the other hand. The operation time&dfsfican possibly be delayed
due to collision avoidance, whereas the available liteeafli4, 17} 18, 59] cannot incor-
porate such disturbances for determining the schedulirajl gfieces of equipment to be
used.

To cope with this new problem, a sequential planning apgrésaproposed in this chap-
ter. This sequential planning approach uses a hierarchichltecture for coordinating the
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supervisory controller at a higher-level and a local cdidrof each piece of equipmentat a
lower level. The detailed schedule is determined job by @@loWing a particular so-called
overall graph sequence. For a particular job, the supawvisontroller aims to optimally
coordinate all pieces of equipment by determining the secgief jobs for each particular
piece of equipment and the time window during which each gprocessed. The local
controller determines the collision-free trajectory of ¥&taking into account the trajecto-
ries of other AGVs. Given the overall graph sequence, theahtime window of each job
incorporating collision-free trajectories of AGVs is detgned by solving a collection of
mixed integer linear programming problems sequentially.

This chapter is organized as follows. Secfiod 6.2 descthesliscrete-event dynamics
and the continuous-time dynamics of a typical automatedadoer terminal. Section 6.3
proposes a sequential planning approach for generatingctiedules, taking into account
the collision-free trajectory planning. Sectionl6.4 ithases the proposed trajectory plan-
ning approach in a number of representative simulationsti®g6.3 concludes this chapter
in the end.

6.2 Modeling

As addressed in Chapter 4, container terminal dynamics easidered as consisting of
two levels. The higher-level consists of the discrete-edgnamics, while the lower-level

consists of continuous-time dynamics. The actual operatfdhe machines is determined
by the coordination of these two levels. Below the discemtent model for the interaction

of equipment and the continuous-time model for equipmehbgidiscussed in detail.

6.2.1 Higher-level discrete-event dynamics

Chapter 4 presents the discrete-event dynamics of integatiachines for the case of one
QC in the scope of the medium-size terminal. This chaptesidens multiple QCs for a

large-size terminal. For this, we extend the model in Chraptend focus on the transition
of a particular AGV from one QC to another possible QC. Theseded definitions are

illustrated in Fig.[6.1.. Compared to Chapter 4£?@onsiders? as the destination for the

transition to another possible QC that is to processjjob

Stage 1 Stage 2 Stage 3
0! o o
> - > ! R
p! QC p AGV p ASC pe
o———1 @ 0—e—{1—®0
Vessel Stacking point

" o2 <
O:\ / Oi:
p?

Figure 6.1: The sequence of transporting containers udimge types of machines.

We next formalize the three stages and operations matheatiptiLet there beN jobs
of moving a container from vessel to stack. Similarly as iratier 4, the time constraints
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on all jobs can then be described as follows:

a+R(1-0k)>0 Vied (6.1)
aj+R(1-a}) > by ViedVjed (6.2)
e +R(1-0f) > by Vied,Vjed (6.3)
e+R(1-05) >0 Vied (6.4)
bi > a + 14 t12 Vied (6.5)
b >¢g Vied (6.6)
bi +t?1 < ¢ Vied (6.7)
G < di Vied (6.8)
cj+R(1-0}) > g+ 4+ Vied,Vjed (6.9)
bj +t# 4+ R(1-07) > di + At ViedVjeod (6.10)
e +R(1-0f) > d — 3 Vied,Vjed (6.11)
i —t2+ R(1—0F) > € Vie d,Vje o, (6.12)

where,®, ®; and®, are defined as in Chapter 4, and Yore ®; andV j € @ (i # ), we
define decision variables

L

[ ] Glj’

oizj, oﬁ, a;, by, ¢ are the same defined in Chapter 4;

e d; is the starting time of the transition from joho job j in stage 2, i.e., the time at
which the AGV involved in jold and jobj leaves P for the next container from the

QC;

e g is the arrival time of the AGV involved in jobin stage 1, i.e., the time at which
this AGV is available at P,

and parameters
o t11 t12 121 t31 andt?! are the same as defined in Chapter 4;

. tizj2 is the transition time of jolb to job j in stage 2 processed by a particular AGV,
which is defined particularly for the case of multiple QCs;

e Ris a large positive number.

Inequalities[(6.11) and_(6.4) initialize the first job prosed by a QC and an AGV, re-
spectively. Inequality[{6]2) describes the time relatiomag jobi and j handled by the
particular QC. Inequality (6]13) guarantees that at any tineee is at most one AGV at the
transfer point of each QC. Inequalitiés (6.5) ahd](6.6)datk that jold starts in Stage 2
after it completes Stage 1. Inequalities (6.7) dndl(6.8)magabi starts in Stage 3 after
it completes Stage 2. Inequalify (6.9) represents theioelatf job j andi handled by a
particular ASC. Inequality(6.10) guarantees the tikhés reserved between two successive
jobs under the condition at any time there is at most one AG¥&atransfer point of each
stack. Inequalities (6.11) and (6112) describe the tremmsif jobi to job j processed by a
particular AGV.
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Table 6.1: The information related to operatiti)ﬁlhz in three stages.

Operation Equipment Starting time  Endingtime Processingt Route

Oill QC a a; +till till Pi2 N Pil
Oilz QC a +ti11 a; +ti11+ti12 tilz Pil - Piz
ot AGV bi bi -+ 7 t?t P2 — P2
0?2 AGV di g t72 P — P?
odl ASC G ¢+t tﬁll P2~ P*
02 ASC i+t o+t t32 P — P3

Similarly as in Chapter 4, additional equality constraiotshe discrete decision vari-
ablesof;, 05 anda} are described a5 (4.7) (0 (4118).

Using the constraints (6.1)-(6.12) and (4.7)-(4.18), tlsemte-event dynamics of the
machines for the case of the multiple QCs are modeled ase-#tage hybrid flow shop. In
the sequel, both the decision variables and parametergsdfythrid flow shop will be opti-
mized interactively for the scheduling of the interactingahines and the detailed collision-

free trajectory planning of AGVs.

Graph sequence

Determining the value of the decision variables of the @itcevent dynamics considered
in the earlier part of this section involves solving a hyltav shop scheduling problem in
which the sequences of all jobs and time windows of all openatare determined simulta-
neously. In this, possible delays of AGVs are not taken istmant. However, the operation
of AGVs could be delayed due to collision avoidance. The meirged time windows can
then not directly be used for trajectory planning of AGVs.eféfore, a new approach for
scheduling is proposed next that does take into accounsionllavoidance.

In this section we discuss the graph representation of tteetkstage flow shop. We
define a graph sequence in which the graph of all jobs to beepsed can be seen. Fur
thermore, we propose a theorem that can be used to find alsd-osérall graph sequence.
This sequence enables generating the collision-freectajes of AGVs sequentially and
schedule all employed machines for transporting all coetai.

The three-stage flow shop described in the earlier part s&hition can be represented
by three graphs in which each graph represents the jobsgsedén a particular stage in a
particular sequence. The integer variatm‘ﬁsoﬁ andoi?} define the sequence in which jobs
are processed by a particular piece of equipment in Stagagde 2 and Stage 3. The values
of oilj, cizj andcﬁ can be represented as the graph of each respective stag&.Figjves
an example of processing 6 jobs (2 QCs, 3 AGVs and 3 ASCs)ustiilite the possible
job sequence per piece of equipment per stage. In Stage 1, jpland 3 are processed
sequentially by one QC and job 4, 5 and 6 are processed ségjlyelny another QC. Job 1
and job 4 are the first jobs processed by the two QCs, and joll folrb are the last jobs
processed by the two QCs. The graph of Stage 2 and Stage 3 eaplamed similarly.

We define a graph sequer@es the graph representing all jobs processed in a particular
stage of the hybrid flow shop considered in Section 2.1. Moeeipely, for Stage 1Q is
defined a® = {gn} = {...,i,..., J,...} (i € B, j € B,i # |), where jobj is processed after
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"""""""""""""""""""""" AD—(2)
%@b@g ,,,,,,,,,,,,,,,,,,,,,,,,,,

O

Figure 6.2: lllustration of possible job sequence decisidm three stages for processing
6 jobs (0 and 7 represent dummy jobs; different paths cooedgo different
pieces of equipment).

jobi. For jobi and jobj, if job | is processed directly after jdband jobi and jobj are
processed by a particular piece of equipment of the graphdﬁ& 1, otherwiseailj =0.
Similar descriptions can be made for Stage 2 and Stage 3. gilpegraph sequence for
Stage 1i91,4,2,5,6,3}. For instance, job 2 is processed directly after job 1 by traes
piece of equipment. However, job 2 is not processed aftedjsimce job 2 and job 4 are
not processed by the same piece of equipment. For a partgtatge, there can be multiple
graph sequences. Another graph sequence for Stagetlli2,5, 6, 3}.

With a graph sequence for a particular stage, all jobs of tdigescan be planned indi-
vidually and the disturbance of the operation for each jokgich stage can be incorporated
when a particular job is planned. This allows to plan all jolhshe stage following this
particular sequence. Particularly for Stage 2, the longetgssing time resulting from the
disturbance of AGVs for collision avoidance can be incogped in the planning of all jobs
following the graph sequence.

For sequentially planning all jobs of this hybrid flow shoparerall graph sequence
for each of three stages is required. However, just comgiféasible graph sequences for
individual stages may not lead to an overall feasible gragjuence. A graph sequence both
for Stage 1 and Stage 2 can be found easily, but this graplesegean be conflicting with
the graph of Stage 3. For instandd, 4,2,5,6,3} is a feasible graph sequence for Stage
1 and also for Stage 2; however it is not a graph sequence &eS3. This is because in
the graph sequendd., 4,2,5,6,3} job 3 is processed after job 6, while job 6 is processed
after job 3 in Stage 3 of Figl_8.2 resulting in a conflict. Jols @lanned before job 3 using
the graph sequendd., 4,2,5,6,3}, whereas in Stage 3 the starting time of job 3 is planned
before the starting time of job 6. Due to a possible longecessing time of job 3 in Stage
2 for collision avoidance, a particular ASC does not haveughdime for processing job 3
and inequality (9) cannot hold. Therefore, an overall gregrjuence for all stages is needed
for planning of all jobs when incorporating the disturbantAGVs for collision avoidance.
For the above example, a feasible overall graph sequerdde4ss, 2, 3, 6}.

To obtain an overall graph sequence, we consider the cantgidecision variables
bi +t2% (i € @), sorted based on their values. The indices of this sortquesee give the
order of the jobs. Each job of the overall graph sequencelasectto the value of these
variables. Naturally a sequence can be determined sohgalues in an ascending way.
In the following we consider to obtain the overall graph samee sorting the values of
bi +ti21.

We propose a theorem in which a conditional constraint iedtthat needs to be satis-
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fied for obtaining a feasible overall graph sequence:

Theorem 6.1 For the three-stage flow shofg(1)- (6.12)and (4.7)-(4.18)), if RL— oilj )+
bj +t# > bi +t?%, then the sorted sequence=Q{...,i,...,j,..} (bj +t# > b +t?Li e
®,j € d,i #£|) is afeasible overall graph sequence.

Proof: Considering the (6.7), (6.8) and (6.10), we have Rdt— o3} ) + bj +t* > d; >
bi 4?1, soR(1 — O'% )+ Dbj thJ-Zl > by + 2L
Since for a particular AGV jolj is directly processed after jobwe haveR(1— oﬁ )+bj+

2> by 2

Therefore, for the sequen@={....i,...,j,..} (bj +tF1 > b+t i e ®,j € ®,i # ),
R(1—0}})+bj+t? > b +t2%, R(1—03) +bj +t7 > b +t?* andR(1— 03 ) + bj + 1 >
bi 4 t?1. This means thad is a feasible overall graph sequence. a

This overall graph sequen€@ guarantees for a particular piece of equipment in each
stage that the start of jopis always after the completion of jabif cﬁ =1, cizj =1lor
oﬁ =1, even if the completion of jobis delayed due to dynamical collision avoidance.
This property will be used below for determining the cotlisifree trajectory of AGVs and

generating the schedule of the three-stage flow shop.

6.2.2 Dynamical model of equipment

This section presents the continuous-time dynamics ofitteep of equipment (QCs, AGVs
and ASCs). In Chapter 4, the trajectories of the QC, the AG¥thr ASC are all modeled
in one dimension for a medium-size terminal, in which thdisioin avoidance of AGVs
is not considered. This chapter considers a large-sizeinatrwhere a two-dimensional
vehicle dynamics and two types of obstacles are modelechidrchapter, for the QC and
the ASC we still consider one dimensional model similarlpessented in Chapter 4.

Dynamical model of AGVs

In container terminals, AGVs are employed to transport @imers between the quayside
area and the stacking area. We consider the common situzt@momogeneous fleet of
AGVs, i.e., the dynamics of the AGVs are identical. For ea@WVAa point-mass model is
used to approximate the dynamical behavior in two-dimeraispace as follows: at time

instantk )
I‘p(k+ 1) |l Atlp I’p(k) 0.5(At)<l»
{vp(k+ Nl N A R e R (6.13)
where AGV p has a position p(k) = [r5(k) r%’,(k)}T (rp(k) € R?) and a velocityp(K) =
[VS(K) v’r’)(k)}TT(vp(k) € R?). Each AGV is assumed to respond to control actiop) =
s (k) up(K)] " (up(k) € R?).

Constraints on velocity and action are described as follatpss [1, ..., Nagy]

V3 (K)Z + W (K)? < Vina? (6.14)
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u)é)(k)z + u)p/)(k)z < Umaxza (6.15)

whereumax andvmax are limits on the acceleration and velocity. These nontigeastraints
could result in time-consuming computation. To avoid tiatemtial, this velocity constraint
is approximated by polygons using linear equalities [88falows:Vme [1,...,M]

Vi(K) sin(%n) +V(K) cos(%n) < Vinax (6.16)
w(K) sin(%[m) +ui(K) cos(%n) < Uma (6.17)

whereM is an arbitrary number used to achieve better approximafiangeM results in a
better approximation).

The approximation of maximal velocities by polygons, conggiawith the exact con-
straint (the circle), is illustrated in Fig.8.3. We choosepproximate the constraints of the
speed and the control variables with= 10 (as suggested by [83]).

max

Viv

Figure 6.3: The approximation of the velocity limit of AGVs.

Collision avoidance

Two types of collisions can occur regarding AGVs. The first @a collision with a static
obstacle of the stacking area near the transfer point. Taerawo tracks of a stacking
crane on one side of the stack where containers are handedeEurity reasons, AGVs
should not approach the area of these tracks. The othebjiigss a collision with another
moving AGV. To avoid both types of the collision safely, wansaler that each AGV has a
rectangle safety zone, as suggested by [83]. This rectaogle has the safety distande
with the area (& x 2d) as shown in Fid. 6]4.

e Static obstacle

Fig.[6.5 illustrates the static obstacle considered. Taicsvbstacle can be formally
described as rectangular area illustrated in Fig. 6.5@ (88]). The rectangular
area can be described by the lower left corrg#'¢*, s°"-¥) and upper right corner
(sahx dighyy To avoid the static obstacle, the AGV must stay out of taitangular
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AGV

Length

Figure 6.4: The safety zone of an AGV.

[ [ 1 ]
Y

AGV

(5% sow
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(a) Two static obstacle areas near the stacking area.(b) The coordinates of the static obstacle area.

Figure 6.5: lllustration of the static obstacle area.

area. This avoidance requirement can be described usirfgltb@ing constraints:
Vpe[l,...,Nagd,

—

o o
= =
- -
o< T ©TX TX

(6.18)

o
=
—

By introducing binary variables, the or-constraini (6.t&p be written in the follow-
ing and-constraint form, which is standard for optimizatproblem formulations:

~ X
N N N A

< 8X _d+Rbpy
> g0 1 d — Rhp,
< SWY _d+ Rbn 3
> "+ d—Rhn g

-

-

(6.19)

-~

-~

- -
°< T TX TX

— o~~~ =
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4
Zbin,r S 37Vp S [15 "'7nag\/]a (620)
=

whereR is a large positive number arg, ; is the binary variable for modeling the
static obstacle, constrainfs (6117) ahd (6.18) ensureattagast one of the equalities
in (6.186) is satisfied, which ensures that the AGV is out ofdtagic obstacle zone.

e Moving obstacle

In the case when multiple AGVs are transporting containedifferent destinations,
collisions between vehicles also need to be consideredaétt 8me step every pair

of vehiclesp; andpz must be a minimal distance apart from each other in a 2 dimen-
sional environment. Due to the safety distactr each AGV, 2l is the distance
that 2 AGVs need to be apart at least. The collision avoidanostraints can thus be
described as follows:

175, (K) = 1, (k)| = 2d or [ry, (k) — i, (K)[| > 2d, (6.21)

wherer p, (K) (1 p, (k) = [1%, (K). 1%, (K))) and € p,(K) = 15, (K),1%, (K)]) are the posi-
tions of vehiclep; andp; at stepk, respectively.

Similarly as for transforming (30) into standard optimimatformat, constrainf{6.21)
is written using binary variables as follows:

r%, (K) < 1%, (k) — 2d + R (K)
X (k X (ky+2d—R k
rsl( ) = Ip, (K) + bin2(k) 6.22)
rpl(k) < r}’,z(k) —2d + Rhm 3(K)
Y, (k) > 1%, (k) + 2d — Rhm a(K)
4
Z\bm,'f(k) S 37 \V/kv (623)

wherebm ¢ is the binary variable for modeling the moving obstacle &id a large
positive number for modeling the relaxation of inequality{6.22) wherby ; = 1 and
vice versa. Equationg(6.22) aid (6.23) ensure [hatl(6sxBtisfied.

6.3 Hierarchical controller architecture

This chapter focuses on the collision-free trajectory deteed in Stage 2 integrated with
scheduling of three stages. This is highlighted in the haédvigaal control architecture of the
container terminal as shown in F[g. 6.6. Details of the stamgroller and the lower-level
controller for the QCs and the ASCs can be found in Chapter 4.

Two levels of the hierarchical control architecture in adiar for Stage 2 are discussed
in the following:

e The higher level
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Supervisory controller
21 21 i
[tslmrl,i > tcnd,i] i
7% 22 3 X
o lmal Higher-level

Stage 2 controller

21 21 21 21 21 21 !
[tslarl.hl’tcndj,l] [ts!art,i.Z’tend,[,Z] [tslarl,i,nag‘,’ end,i,nag»] :
22 22 22 22 22 22 i
I:tslarl.hl’ cndj,l] [lstart,i.Z’lend,[,Z] [tstarl,i,nm > cnd.i,nugv] |
,,,,,,,,,,,,,,,,,,,,,,,,,,, e e
AGV 1 AGV 2 AGV nygy
Lower-level
controller controller controller
T O L R : e || e
L U, LI l“ugv L l u,
\ 4
Physical
AGV 1 AGV 2 AGV N,z v
System

Figure 6.6: The hierarchical control architecture.

The higher level controller consists of a supervisory aafgr and a stage controller
for each stage. The supervisory controller coordinatesetstages of machines and
schedules time windows of processing operations in eagfe ¢ig means of deter-
mining the sequence of jobs. The stage controller assigntirtte window of each
operation to a particular machine.

e The lower level

At the lower level, the system is driven by the continuousetidynamics of each
machine. In particular in Stage 2, the continuous trajgctraneration of an AGV
involves collision avoidance with request to other AGVs atatic obstacles. Af-
ter receiving the starting point for performing a particud@eration from the higher
level, the lower-level controller of an AGV aims to compléseoperation, taking into
account the static obstacle and dynamical obstacles. Basélte continuous-time
dynamics and constraints for collision avoidance, andgusiicertain cost function,
an optimal control problem is formulated and solved. Thent®d trajectory of the
AGV is used for collision-free trajectory planning of oth®GVs. The actual com-
pletion time of the AGV is sent back to higher-level conteall

The overall structure for the interaction of the two-levahtrollers are described in Fig.
6.4.

6.3.1 Supervisory controller

The supervisory controller aims to determine the sequehjmbe in each stage that min-
imizes the makespan. Here we define the makespan as the tiompime of the last
container that leaves the vessel when both the QC and the A&@vailable. In other
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The higher-level controller
(discrete event dynamics)

—
Determine job orders and times
Actual travel times Startm'g time for traJeFtory
planning of AGVs for job j
21 22
[
J 2Ty b/.,d/.
] The lower-level controller «
(continuous-time dynamics)
1 Plan collision-free trajectories <

Trajectories of other AGVs

Figure 6.7: The overall structure of the two level contralle

words, it is defined as mafay + 1t +t12 ... an +t{t +ti% e, ...,en}, i.e., [|W||», where
w= [ag +ti1+t2 ap+ 131+ t32 .. ay +t,{,1+t,{,2,e1,e2,...,a\|]T and |- || denotes the
infinity norm.

In this chapter, we use the overall graph sequence to detertimé overall planing prob-
lem job by job sequentially. When the operations with resfzea particular job are planned,
for the all remaining jobs, the supervisory controller detimes the integer decision vari-
ables related to the job sequenoe#,(oﬁ- andoi?}) and the continuous variables related to

the time windows &, bi, ¢;, di andg) simultaneously, considering the parametegpgw(
andtizjz) in the case of no avoidance. These variables are obtaireidga hybrid flow
shop scheduling problem, resulting in the job to be plano#idfing the overall graph se-
quence. Then for this particular job, the parameﬂ;@% andtizj2 are obtained as the result
of the detailed collision-free trajectory planning of atparar AGV.

For determining the orders of jobs in all stages of the hytboid shop problem, we add
the additional constraint discussed in Theorem 1. For tke ghnotation compactness, we
define:

T T T T
a= [al,az,--- ,aN] , b= [bl,bz,--- 7bN] , C= [Cl,Cz,--- ,CN] ,d= [dl,dz,--- 7dN] )

e=[er,&,-,en]", ois defined the same as in Chapter 4.
The scheduling problem can be then rewritten as follows:

i o 6.24
a’br)g,g)eﬁcllvvll (6.24)

subject to
R1-o})+bj+t?>b+t?, ViedVjed (6.25)

and [6.1) -[(6.1R) and(4.7) E{418). This optimization demb is a mixed-integer linear
programming problem.
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Solving the hybrid flow shop problem is computationally exgige due to its NP-
hardness [86]. For speeding up the computation, we conadtiing the sum of operations
in Stage 1 as a lower bound of the objective function.

Note that the job sequence:%—(, cﬁ andoﬁ) do not change when a particular job to be
planned is considered for sequentially planning all jobswelver, for the jok, O?! and
0?2, which are associated with the collision-free trajectolgnping, are interdependent.
Between the transition® and G, the starting time of & (bj) or 0 (d;) depends on the
coordination of pieces of equipment that processijobhis coordination is carried out by
the higher-level controller using the following optimiiat problem:

a,gjclﬁg,eHWHoo (6.26)
subject to[(6.11) {(6.72) anf (4.7)=(4]18).

This optimization problem is a linear programming problemwhich the solution can
be obtained fast by existing solvers.

6.3.2 Stage controller

Given a sequence of jobs to be determined, the aim of the stageoller is to assign each
job to a specific machine in each stage. In the hybrid flow stroplpm this assignment
is implicitly expressed in[{4]17) {{4.18) without pointingitothe exact machine. In the
following part, we define three mapping functions for ddsiag the explicit assignment.

Considering all AGVs are identical in Stage 2, there is nted#ince between the choice
of AGVs. We definé¥agy = {1,2,..., nagy} representing the set of AGVs.

fagv: @ — Wagy, (6.27)

wherefagyis a function that maps the set of joido the set of AGV8Pagy. fagy(i) describes
the particular AGV assigned to jab The time windows of job assigned to a particular
AGV can be denoted bysztlém,fagv(i)7tezr}di,fagv(i)] and[tszt%m’fagv(i),tgﬁdi’fagv(i)].

Regarding the QC and the ASC, the mapping of jolm the machine is predeter-
mined since each container has a certain origin in the vesskh certain destination in
the stack. Here we usk(i) and fasdi) for describing the assigned QC and the assigned
ASC for jobi. Then the time windows of job assigned to a particular QC is denoted
by [ts%tgrti,ch(i)’tgr%di,ch(i)] and[tétzam!ch(i) ,téﬁdiych(i)]. Similarly, the time windows of jobas-

signed to a particular ASC are denotedigy; and]t32

t31 ] t32 ]
rti, fasd(i)? "endi, fasd(i) starti, fasd(i)’ endi, fasc(i)!”

6.3.3 Lower-level controller

In this section, we consider a minimal-time control problemthe lower-level controller of
the AGV. By solving this control problem, the lower-leveltmller of the AGV generates a
collision-free trajectory. In this minimal-time problethe AGV is required to complete the
operation @' or 0?2 as fast as possible, considering the static obstacles ardytramical
obstacles. We use a numerical approach for calculating themal time required by a
particular AGV to complete the operation moving from originto destinatiorr ; subject
to its dynamics and constraints on velocity, acceleratioh @stacle. Hera,p andr; are
chosen from one of the transfer points for the QC and the AS{oini.
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Table 6.2: The choice of origin and destination with resgegob i.

Origin Destination Operation Operationtime Starting time
QC fyc(i) Stackfasd(i) o7t t?1

t21

starti, fagy(i)
t22

starti, fag(i)

The exact choices of origin and destination with respecblad pre given in Table6]2.
This choice depends on the assignment of the Qi) and the ASCfas{i) when jobi
is transported from the quayside to the stack. Also, theragd the destination rely on
fasdi) andfqc(j) when AGV moves from the stack to the quayside for picking upjjafter
jobi consideringg = 1.

Supposd is the length of the given time window. Within a given interi@_..., T — 1],
AGV preaches s only at a certain moment, which is modeled by a binary vaeiabltime
k ([83]). This constraint can be represented as follows:

vke[l,..,T—1,¥pel,...,Nagy,

(k) — 1 < R(L— by(K))
P00 1 > —R(1— bp(K)
(k) ) < R(1L— by(K)) (6:28)
Y0 1 > R(1- bp(K)
T-1
S bp(k) = 1vke [1,...T— 1], (6.29)
k=1

wherebp(k) € {0,1} is a binary variableR is a large positive number to guarantee the
constraints in[(6.28) are active only whep(k) = 1. Equations(6.23) an@ (6.29) force the
positionr (k) of AGV p to reach the target; with conditionbp(k) = 1.

If we definet(k) as the elapsed time at tinkgt (k) = k), thent(k)bp (k) is the finishing
time whenb,(k) = 1. The minimal time from the origin and the destination carobe
tained by minimizing the sum of finishing times. Here we alsasider improving energy
efficiency of the planned trajectory and minimizing the suihaacelerations with a small
penaltyAeng in the objective function. Therefore, this minimal-timetiogization problem
can be formulated as follows:

T-1 T-1

min' S t(kbp(K) + Aeng 3 (|U5(K) + uh(K)
ub (& o

), (6.30)

subject to[(6.IB)E(6.17) (6.22)-(6]23) and (6.28)-(9,29

whereu = [u%(0), up(0),uS(1),up(1), ..., us(T — 1),up(T — 1)]" denotes continuous deci-

sion variables antd = [bp(0), bp(1), ...,bp(T — 1)]T denotes binary decision variables.
The optimization problem formulated above is an MILP prohbleThe result of this

optimization problem will be used for updatingf* and ti2j2, and therefore determine the

starting time of the next operation for an AGV.
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Algorithm 2 Generate collision-free trajectory

The supervisory controller determinesa, b, ¢, d ande
The supervisory controller determin@s
The stage controller assigiig fagv and fasc
forn=1:Ndo
j=0n
if o§; = L then
The local controller receives and computes’.j21
The local controller computes™
The supervisory controller updateﬁl, bj and ¢;
else
Vi, j of = 1 the local controller receives and computeg??
The supervisory controller updat&q%2 and b;
The local controller receives; and computeg?!
The supervisory controller updatde%l, b;j and c;
end if
The supervisory controller solves the hybrid flow shop scliad problem for the
remaining jobs
The supervisory controller updat€s
end for

6.3.4 Algorithm for collision-free scheduling

Algorithm 2 presents the key procedures for solving the a&ontrol problem, in
which the collision-free scheduling is planned sequelgtfallowing the overall graph se-
quence job by job. For the planning of all operations related particular job, two levels
of controllers coordinate with each other. For the init@usion, the supervisory controller
determines the order of jobs and the related operation toimesidering the expected com-
pletion time for each operation, which is obtained solvintipr@e-stage hybrid flow shop
problem. Therefore, the overall graph sequence can bengatand the first job to be
planned is given. Then the time windows for processing dferain each stage are sent
from the supervisory controller to the stage controllere Stage controller assigns each op-
eration to a particular machine used in the that stage. Fovplerations associated with the
first job to be planned, these steps provide preliminaryt®far the operations associated
with the first job to be planned, including the collisiondrajectory planning of AGVs.

If job j is the first job processed by a particular AGV, only operamﬁﬁ is considered.
For the trajectory planning of @ the assigned AGMag\(j) receives the starting timie;

i 21 : .. .
(i.e., tstartj,fagv(j)) from the higher level controller. When the collision-frigajectory for

O%tis complete, the lower-level controller of AGV0sends &' back to the higher-level
controller. As a resultgj for the operations of the ASC and the variables for the other
unplanned jobs can be updated in the hybrid flow shop.

Alternatively, if job | is not the first job processed by a particular AGV, we consider
both the operation & and Gt* due to the transition from jobto job j (of = 1). Opera-

tion OF? starts fromgtzam‘fagv(i) given by the higher-level controller. When the collisiaed
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Figure 6.8: Benchmark System 3-the large-size terminal.
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trajectory for operation ﬁ? is completet (|.e.,tendi’fagv(i)) is sent back to the higher-level

controller for updatingdp; that is used as the starting time fofJOThen the local controller

receives; as the starting time of @ (tszélrt i fagl J.)) for generating the collision-free trajec-

tory for operation C?l The state updates for operatioﬁlalre the same as mentioned in
the case when jobis the first job processed by a particular AGV.

When the related operations with respect to jare planned, the related variables will
be fixed for determining the variables of the remained jobise@lanned. As a result, the
overall graph sequen&will be updated as well.

In summary, collision-free trajectory planning for all plm Stage 2 can be carried out
sequentially following overall graph sequerfgeSince there is no collision avoidance con-
sidered for Stage 1 and Stage 3, the time windows of opesaitio8tage 1 and Stage 3 are
updated automatically when the trajectory-free trajgcpteinning is generated sequentially.

6.4 Simulation experiments

In this section, the performance of the proposed approaclydaerating collision-free
scheduling of free-ranging AGVs will be evaluated and désedl. For the large-size con-
tainer terminal, Benchmark System 3 proposed in Chapterc@nsidered in this chapter,
which is shown in Fig_6]8. Since this chapter focuses on itjle Ihandling capacity of the
container handling system and the collision-free trajgcpdanning of free-ranging AGVs.
The completion time, the computation time, the driving @iste and the relative distance,
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Table 6.3: The coordinates of transfer points in the benatkragstem.

Location Coordinatéx,y) Location Coordinatéx,y)

QC1 (50,170) Stack 1 (145,12.5)
QC2 (50,150) Stack 2 (145,47.5)
QC3 (50,130) Stack 3 (145,82.5)
Qc4 (50,110) Stack 4 (145,117.5)
QC5 (50,90) Stack 5 (145,152.5)

Stack 6 (145,187.5)
Stack 7 (145,222.5)
Stack 8 (145,257.5)

Table 6.4: The configuration of all simulation experiments.

Case # containers #AGVs #ASCs #QCs
3QC-1~ 3QC-5 24 6 5 3
4QC-1~ 4QC-5 32 8 6 4
5QC-1~ 5QC-5 40 10 8 5

which are proposed in Chapter 2 will be used as KPIs in thipieha

6.4.1 Setup

In this chapter, we consider scenarios with 3 QCs, 4 QCs an@$fQr unloading a vessel.
The number of AGVs is twice the number of QCs for supportingg hutilization of the
QC as considered in Chapter 4. The number of ASCs is consideree consistent with
the options in[[18, 62]. The detailed configuration of the hemof employed pieces of
equipment are shown in Table.b.4. The settings of this bmack system are presented as
follows:

e The initial position of all QCs is set to their unloading pasi. The initial position
of all AGVs is set to their loading position. The initial ptsh of all ASCs is set to
their loading position;

o Eight containers are considered for each QC with the samaktime, which is the
same as considered in Chapter 4;

e The processing time of one container by the QC depends orptefis position in
the vessel,

e Each container here considered has the same verticalgogitthe vessel;
e The storage location of each container to be transporteerisrgted randomly;

e One ASC is installed in one stack and the containers storedadh stack have differ-
ent storage places;
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Table 6.5: The initial result of the hybrid flow shop schedgli

Case makespan computationtime optimality

3QC-1 412s 787s Yes
3QcC-2 412s 6656s Yes
3QC-3 412s 2028s Yes
3QC-4 412s 25220s Yes
3QC-5 412s 33014s Yes
4QC-1 423s 10h No
4QC-2 429s 10h No
4QC-3 418s 10h No
4QC-4 427s 10h No
4QC-5 452s 10h No
5QC-1 450s 10h No
5QC-2 475s 10h No
5QC-3 430s 10h No
5QC-4 428s 10h No
5QC-5 420s 10h No

e The service time of the QC, the AGV and the ASC for exchangimgta@iners are
neglected;

e CPLEX is used for solving the optimization problem. We set thaximal computa-
tion time as 10 hours;

e Between the interval of the planning for each job, we setithe timit as 5 minutes
for CPLEX to continue searching for its optimal solution.

6.4.2 Results and discussion

In this section, we evaluate the results of the proposedsimitfree scheduling. Table 6.5
presents the initial solution of the proposed collisiogefscheduling. Table 8.5 compares
the makespan of the hybrid flow shop scheduling without a®rgig collision avoidance
and the collision-free scheduling taking collision avaidainto account. Table 8.7 provides
the main computational performance for generating thésioti-free trajectory planning of
AGVs using the proposed approach. Tdbld 6.8 gives the awarpgration time in com-
parison to the hybrid flow shop scheduling. For illustratthg procedure of generating
trajectories of AGVs, we use the case of 3QC-1 as shown in&8y. Fig [6.1D-Fig. 6.12
highlight the safety of AGVs are satisfied. Hig. 8.13 compdhe proposed approach on
the average distance of AGVs with mesh routing.

Table6.5 presents the results of solving the hybrid flow statygduling problem for all
experiments. The shown schedule solves a three-stagedHidwi shop problem without
the consideration of collision avoidance. In the case of 8Qfe optimality of the opti-
mization problem is achieved. However, in the case of 4Q@s54)Cs, the optimality of
the optimization problem is not achieved due to its strongidRiness.
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Table 6.6: The comparison of the makespan with and withdlisiom-free trajectory.

Case hybrid flow shop scheduling collision-free scheduling

3QC-1 412s 412s
3QC-2 412s 412s
3QC-3 412s 412s
3QC-4 412s 412s
3QC-5 412s 414s
4QC-1 423s 413s
4QC-2 429s 429s
4QC-3 418s 413s
4QC-4 427s 420s
4QC-5 452s 419s
5QC-1 450s 432s
5QC-2 475s 472s
5QC-3 430s 416s
5QC-4 428s 428s
5QC-5 420s 420s

Table[6.6 compares the makespan of hybrid flow shop schegaiitihe initial solution
and makespan of the collision-free scheduling using theesgtipl planning approach. Itis
observed for the case of 3QCs the makespan of the collisemsicheduling is no less than
the initial solution, considering the initial solution & optimal. When it comes to the case
of 4QCs and 5QCs, since the initial solutions are not optitiea solver is still searching
for the optimal solution during the sequential planninglojabs.

Table[6.F shows the main computational performance for rg¢ing the collision-free
trajectory planning of AGVs using the proposed sequentigr@ach. The planning of
collision-free trajectories for the operation of AGVs candomputed in short time by solv-
ing a collection of MILPs. For a particular job to be plann#tg variables in the hybrid
flow shop can be updated quickly during the transition betw®e and (72 because it only
involves a linear programming problem.

Table[6.8 compares the proposed approach regarding thagaveperation time pro-
cessed by AGVs with the result of the hybrid flow shop schedulThe average operation
time processed by AGVs. It is noticed that the average ojperdéitnes of the proposed
approach are longer than the ideal case. This is because A@M4o0 stay away from each
other for avoiding collision, leading to longer averageragien times for all AGVs.

Fig.[6.9 illustrates the partial procedure of generatiagestories of employed AGVs
job by job in the case of 3QC-1. In the case of 3QC-1, the olvgraph sequence is ob-
tained as{18,2,15,17,13 6,21 8,14,20,5,12,23 4,11, 24,16,7,19,1,9,22,10,3}. Using
this overall graph sequence, the time window incorporatiegcollision-free trajectory for
each job is generated sequentially, as shown in the subeB@irFig[6.9(8)-6.9(h).

Fig.[6.I0E6.IP present the relative distance for all pa&&y/s in the case of 3 QCs,
4 QCs and 5 QCs, respectively. The trajectory for the opmmgirocessed by a particular
AGV is planned for avoiding the potential collision of oth&&Vs. This shows that the
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Table 6.7: The computation time of collision-free planning

average computation time average computation time

Case for trajectory planning for updating variables
3QC-1 13.46s 0.14s
3QC-2 14.56s 0.19s
3QC-3 15.27s 0.13s
3QC-4 48.53s 0.28s
3QC-5 10.33s 0.13s
4QC-1 9.93s 0.20s
4QC-2 64.19s 0.22s
4QC-3 9.94s 0.19s
4QC-4 9.42s 0.19s
4QC-5 9.43s 0.19s
5QC-1 11.27s 0.36s
5QC-2 14.45s 0.59s
5QC-3 13.73s 0.42s
5QC-4 12.83s 0.36s
5QC-5 11.79s 0.37s

Table 6.8: The comparison of the average operation times®ysA (unit seconds)

Case hybrid flow shop collision-free scheduling

3QC-1 26.74 27.76
3QC-2 27.62 28.47
3QC-3 28.10 29.19
3QC-4 27.29 28.07
3QC-5 26.38 27.45
4QC-1 25.80 26.71
4QC-2 25.91 27.28
4QC-3 26.23 26.70
4QC-4 25.88 26.91
4QC-5 25.90 26.79
5QC-1 26.60 27.77
5QC-2 27.76 28.59
5QC-3 26.26 27.94
5QC-4 27.01 28.10

5QC-5 27.80 28.58
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Figure 6.9: The illustration of the trajectory planning f@mployed AGVs in the case of

(g) The planning of the AGV for the step 7.

3QC-1.

(h) The overall planning of employed AGVs.
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relative distance of any two AGVs is no less than 10 meterd siraulations.

Fig.[6.13 compares the average distance of the operatioesgsed by AGVs. In this
comparison, the proposed approach and the mesh routingmasalered. The mesh routing
is typically used for AGVs in automated container termir[8@&]. This figure shows that
the proposed approach can reduce the average distance of mGk than 20 % compared
to mesh routing. The reduction of the average distance cdaurel for each experiment
consistently.

6.5 Concluding remarks

This chapter investigates the collision-free schedulirigteracting machines in a large-size
container terminal, which involves multiple QCs, multifi&Vs and multiple ASCs. The
problem combines discrete-event dynamics and contintimesdynamics of three types
of machines. In particular, for safety considerations tagicsobstacles and the dynamical
obstacles of AGVs are modeled explicitly in this chapters&hon a hierarchical control
architecture for coordinating discrete-event dynamia$ eontinuous-time dynamics, we
propose an approach for generating sequentially colliliea trajectories of AGVs.

The performance of the proposed algorithm is tested in tmelsitions of a large-size
terminal. Simulation results illustrate that the propoapdroach is able to ensure no colli-
sions. Itis also observed that this is at the cost of a sligbtiger makespan. The proposed
approach can reduce the average distance of AGV operaigmificantly, compared with
the conventional mesh routing currently typically usedutoanated container terminals.
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Chapter 7

Conclusions and
recommendations

This thesis focuses on operational control of automatedaguer terminals, wherein the
energy efficiency and the implementation of free-ranging/aGave been particularly in-
vestigated. As a concluding chapter, this final chaptergimssents the main conclusions of
this thesis and answers the related research questions.réimaining open problems that
are recommended in future research are presented.

7.1 Conclusions

In this thesis, the following main research question is adskedhow to improve energy ef-
ficiency and implement autonomously moving equipment of@ated container terminals
at the operational level™ order to investigate this, for automated container taats, this
thesis considers three types of terminals: the compacinaipnthe medium-size terminal
and the large-size terminal. Chapter 3, 4 and 5 indeed aslthhesgproblem of improving
the energy efficiency of the compact terminal and the mediira-terminal. Chapter 6
investigates the implementation of free-ranging AGVs i ldrge-size terminal.

Following the main research question, the three sub-quresformulated in Chapter 1
are answered as follows:

e To what extent can the energy consumption be reduced whitgairang an accept-
able operational performance?

The energy efficiency has been discussed in Chapter 3-5 éocdmpact terminal
and the medium-size terminal. For the compact terminal venage 27 % of energy
consumption for horizontal transport is saved for the malioompletion time. When
it comes to the medium-size container terminal, the aveeagegy consumption for
horizontal transport is reduced by 37 % for the minimal caetiph time.

e What complexity of control algorithms should be considered

For the compact terminal, the discrete-event dynamics Baddntinuous-time dy-
namics are controlled by a centralized controller as a whblging the centralized
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way, a hybrid model predictive control is proposed for acimg energy efficiency
for real-time operations by controlling each piece of equépt directly. The opti-
mization problem is formulated as a mixed integer lineagpamaming problem that
can be efficiently solved by commercial solvers (e.g., CPLEX

For the medium-size and the large-size terminal, as thesystale increases, more
pieces of equipment are considered. Compared to the cortgpathal, a large num-
ber of decision variables, in particular discrete varialite determining the job se-
quence that is processed by a particular piece of equiprhang to be considered
additionally. Therefore, the complexity for controllingetse pieces of equipment
grows significantly. To reduce the control complexity of thedium-size and the
large-size terminal, a hierarchical control architecianeroposed for decoupling the
hybrid dynamical system. In this hierarchical architeefa higher-level controller
is responsible for the discrete-event dynamics while tieteevel controller is con-
cerned with the continuous-time dynamics for each piecejoipenent.

For the medium-size terminal, the coordination betweerhigber-level controller
and the lower-level controller is considered for achievemgrgy efficiency. For the
open loop control problem (Chapter 4), the coordinatiomieen these two levels is
considered once beforehand. For the closed-loop contodll@m (Chapter 5), the
coordination between these two levels is considered neltimes, each of which is
carried out when a particular even takes place for resciveglul

The large-size terminal, which is the most complex casalues collision-free tra-
jectory planning of free-ranging AGVs integrated with tlehieduling of interacting
machines. For this complex overall problem, a hierarchioatrol architecture still
used for coordinating different levels of controllers. Gutering the collision avoid-
ance, additional coordination between different contraliof AGVs are considered.
Using this extended hierarchical control architecturegguential planning approach
is proposed using multiple coordinations between diffelmrels and within the lower
level.

How can the collision-free trajectory planning of AGVs ardey equipment be inte-
grated with the scheduling of interacting machines in awdted container terminals?

In this overall problem, the collision-free trajectory pfang of free-ranging AGVs is
coupled with scheduling of interacting machines. In Chapta sequential planning
approach is proposed for addressing this research quetimsequential planning
approach uses a hierarchical architecture for coordigétia controllers at different
levels. The detailed schedule is determined job by job falig a particular overall

graph sequence. For a particular job, the subproblemsdadiuhybrid flow shop

scheduling problem at the high-level controller and oneway small-scale mixed
integer linear programming problem at the lower-level colfér for determining the

collision-free trajectory of a free-ranging AGV.

7.2 Recommendations for future research

This thesis uses the perspective of hybrid systems for tkeatipnal control of automated
container terminals, providing some new results for imprguhe terminal performance.



7.2 Recommendations for future research 119

Still, further investigations needs to be considered leefloese results can be used for prac-
tical operations. Besides this, inspired by this thesisjjtaxhal directions are also recom-
mended.

7.2.1 Operational control of container terminals

This thesis focuses on the energy efficiency and implementaf free-ranging AGVs of
automated container terminals. However, the operatioesiatainer terminals are consid-
erably dynamic and complex, involving a great number ofsleoss for the terminal control.
The implications resulting from practical operations matg further investigations, which
are provided as follows:

e Modeling accuracy

This thesis considers a double integrator for the contisttone dynamics of a piece
of equipment. For future research, a nonlinear model inotyudhe air-drag, the
rolling resistance, etc., will be considered, resultingimore accurate model of the
continuous-time dynamics. Due to this nonlinear dynancadiel, the energy con-
sumption of the piece of equipment for transporting cortemeeds to be adjusted
as well. For the energy efficiency, the overall problem imeslthe minimization
of the completion time of the hybrid flow shop scheduling amel tinimization of
the energy consumption of the nonlinear continuous-timeadyics of the piece of
equipment.

For the collision-free trajectory planning of free-rangiAGVs, the heading of the
AGV needs to be modeled due to the constraint on the headihg &tansport point.
Besides this, a more exact representation of the dynamatigdion area of AGVs

needs to be investigated, which reduces the occupancy BA€a\Ms in the quayside
transport area and allows other vehicles to move with maaeesp

e Operation complexity

This thesis focuses on the horizontal operation of the gietequipment employed
for transporting containers. Regarding the schedulinghtdracting machines, the
typical scenario considered in this thesis is unloadingssek in which a number
of containers are located in a single layer in a particular beor a more practical
situation, simultaneous loading and unloading of a largalmer of containers of the
vessel, in which additional position constrains for mudtifayers of containers must
be considered, will be included in future research.

For the collision-free scheduling of free-ranging AGVstliis thesis the capacity of
the vehicle and the capacity of the transfer point are batitdid. For the practical
situation, the capacity of two AGVs for 2 TEUs and multiplartsport points of the
stacking area needs to be considered in future research.

e Operational uncertainties

For the compact and the medium-size terminal, this thegisiders two types of
operational uncertainties: the operational delay and teeige arrival time of new
containers. Besides, other possible uncertainties (&g bteakdown of a piece of



120

7 Conclusions and recommendations

equipment) needs to be considered in future researchtiresin a more robust con-
trol algorithm.

For the large-size terminal, the only uncertainty congden this thesis is the pos-
sible collision avoidance between different AGVs. For fetuesearch, external un-
certainties (e.g., the operational delay and the breakddlre piece of equipment)
will be considered for real-time operational control.

Computational efficiency

Both for energy efficiency and implementing free-ranging\AG the hybrid flow
shop scheduling related to the discrete-event dynamicsrisidered in the higher-
level controller of the proposed hierarchical architeetufhis thesis focuses on the
interaction of the discrete-event dynamics and the coatisttime dynamics. The
hybrid flow shop scheduling is known to be NP-hard. The comtprtal efficiency of
the hybrid flow shop scheduling problem needs to be investitfar a fast acceptable
solution (e.g. using meta heuristics), which is expecteddioninal operators.

7.2.2 Additional directions for future research

Although the operational control of automated containenteals has its particular features
with respect to containers, it has close connections witlkerotypes of material handling
(e.g., dry bulk). Therefore, the directions of these regearoblems can also be recom-
mended additionally after investigating automated comtiaierminals.

e Operational control of dry bulk terminals

Besides container transport, dry bulk transport (e.gn oxe and coal) also plays an
important role in intermodal transport. The operationaitoal of a dry bulk termi-
nal is still an open problem for investigation. The dynano€s dry bulk terminal
include continuous-time dynamics (e.g., a flow of matergihg belt conveyors) and
discrete-event dynamics (e.g., the stack option of a stealkimer). Therefore, using
a flow perspective, hybrid model predictive control can besidered as a promising
technology for the operational control of a dry bulk ternhjnghich minimizes the
cost of related operations.



Bibliography

[1]

(2]

(3]

[4]

[5]

[6]

[7]

(8]

9]

(10]

(11]

M. Acciaro, H. Ghiara, and M.I. Cusano. Energy managenmeseaports: A new
role for port authoritiesEnergy Policy 71:4-12, 2014.

A. Alessandri, C. Cervellera, M. Cuneo, M. Gaggero, andS8ncin. Modeling
and feedback control for resource allocation and perfonaamalysis in container
terminals. IEEE Transactions on Intelligent Transportation Syste#{4):601-614,
2008.

P. Angeloudis and M.G.H. Bell. An uncertainty-aware A@gsignment algorithm
for automated container terminal§ransportation Research Part E: Logistics and
Transportation Reviey6(3):354—-356, 2010.

A.N.Venkat, I.A. Hiskens, J.B.Rawlings, and S.J. WiigBistributed mpc strategies
with application to power system automatic generation mdniEEE Transactions
on Control Systems Technolgd¥(6):1192—-1206, 2008.

A. Bemporad and M. Morari. Control of systems integrgtingic, dynamics, and
constraints Automatica 35(1):407-427, 1999.

L. Ben-Naoum, R. Boel, L. Bongaerts, B. De Schutter, Yn@eP. Valckenaers,
J. Vandewalle, and V. Wertz. Methodologies for discretenéwlynamic systems:
A survey.Journal A 36(4):3—-14, 1995.

M. Bielli, A. Boulmakoul, and M. Rida. Object oriented rdel for container terminal
distributed simulation. European Journal of Operational Reseayctir5(3):1731—
1751, 2006.

C. Bierwirth and F. Meisel. A fast heuristic for quay ceascheduling with interfer-
ence constraintslournal of Schedulingl2(4):345—-360, 2009.

C. Bierwirth and F. Meisel. A survey of berth allocationcaquay crane scheduling
problems in container terminalEuropean Journal of Operational Resear@92(3):
615627, 2010.

D. Briskorn, A. Drexl, and S. Hartmann. Inventory-bdskspatching of automated
guided vehicles on container termina@®R Spectrunm28(4):611-630, 2006.

B. Cai, S. Huang, D. Liu, and G. Dissanayake. Reschadyfolicies for large-
scale task allocation of autonomous straddle carriersnunmzertainty at automated
container terminalsRobotics and Autonomous Systef#(4):506-514, 2014.

121



122

Bibliography

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]
(20]

(21]

[22]

(23]

(24]

(25]

E.F. Camacho, D.R. Ramirez, D. Limbén, D. Mufioz dedéi&, and T. Alamo. Model
predictive control techniques for hybrid systemfnual reviews in control34(1):
21-31, 2010.

E. Camponogara, D. Jia, B.H. Krogh, and S. Talukdartribisted model predictive
control. IEEE Control Systems Magaziriz2(1):44-52, 2002.

J. X. Cao, D. Lee, J. H. Chen, and Q. Shi. The integrated track and yard crane
scheduling problem: Benders’ decomposition-based mathddansportation Re-
search Part E: Logistics and Transportation Revjeég(3):344-353, 2010.

H.J. Carlo, I.F. Vis, and K.J. Roodbergen. Transpomragions in container ter-
minals: Literature overview, trends, research directiand classification scheme.
European Journal of Operational Reseay@36(1):1-13, 2014.

L. Chen and A. Langevin. Multiple yard cranes schedyfior loading operations in
a container terminalEngineering Optimizatiod3(11):1205-1221, 2011.

L. Chen, N. Bostel, P. Dejax, J. Cai, and L Xi. A tabu séaatgorithm for the
integrated scheduling problem of container handling systi a maritime terminal.
European Journal of Operational Researd81(1):40-58, 2007.

L. Chen, A. Langevin, and Z. Lu. Integrated schedulifigrane handling and truck
transportation in a maritime container termin&uropean Journal of Operational
Research225(1):142-152,2013.

Clarkson. Clarkson research services limited. URLwweysl.com, Janurary 2015.

T.G. Crainic and K.H. Kim. Intermodal transportation C. Barnhart and G. Laporte,
editors,Handbooks in Operations Research and Management Sc¢ieoicene 14 of
Transporation pages 467-536. Elsevier, Amsterdam, The Netherland§,. 200

J. Currie and D.I. Wilson. OPTI: Lowering the Barrier tBeen Open Source Op-
timizers and the Industrial MATLAB User. In N. Sahinidis addPinto, editors,
Foundations of Computer-Aided Process Operati@a/annah, Georgia, 2012.

K.H. Van Dam, Z. Lukszo, J.A. Ottjes, and G. Lodewijkss®ibuted intelligence in
autonomous multi-vehicle systemisiternational journal of critical infrastructures
2(2):261-272, 2006.

R. De Koster, B. Balk, and W. Van Nus. On using DEA for blemarking container
terminals. International Journal of Operations & Production Manageme?9(11):
1140-1155, 2009.

L.B. de Oliveira and E. Camponogara. Multi-agent maateldictive control of sig-
naling split in urban traffic networksTransportation Research Part C: Emerging
Technologies18(1):120-139, 2010.

R. Dekker, J. Bloemhof, and |. Mallidis. Operationseasch for green logistics—
an overview of aspects, issues, contributions and chadkenguropean Journal of
Operational Researgt219(3):671-679, 2012.


www.crsl.com

Bibliography 123

[26] A. Diabat and E. Theodorou. An integrated quay cranegassent and scheduling
problem.Computers & Industrial Engineering3:115-123, 2014.

[27] M.D. Doan, P. Giselsson, T. Keviczky, B. De Schutted @1 Rantzer. A distributed
accelerated gradient algorithm for distributed model mtae control of a hydro
power valley.Control Engineering Practice21(11):1594-1605, 2013.

[28] Drewry. Drewry shipping consultants ltd. URL: www.drgy.co.uk, Janurary 2015.

[29] M. B. Duinkerken and J. A. Ottjes. A simulation model fautomated container
terminals. InProceedings of the Business and Industry Simulation Syimmppgol-
ume 10, pages 134-139, Washington D.C., April 2000.

[30] M. B. Duinkerken, M. Van der Zee, and G. Lodewijks. Dyriarfree range rout-
ing for automated guided vehicles. Rroceedings of the 2006 IEEE International
Conference on Networking, Sensing and Contpalges 312-317, Ft. Lauderdale,
Florida, 2006.

[31] M.B. Duinkerken, J.A. Ottjes, and G. Lodewijks. Comisan of routing strategies
for agv systems using simulation. Rroceedings of the 38th conference on Winter
simulation pages 1523-1530, Monterey, California, 2006.

[32] ECT. ECT Delta Terminal. URL: http://myservices.atfTerminals/
rotterdamterminals/deltaterminal, 2015. Last accesselsbJanurary 2015.

[33] K. Edlund, J.D. Bendtsen, and J.B. Jgrgensen. Hieieatimodel-based predictive
control of a power plant portfolidControl Engineering Practicel 9(10):1126—-1136,
2011.

[34] E. Gawrilow, E. Kdhler, R.H. Mohring, and B. Stenzdbynamic routing of auto-
mated guided vehicles in real-time. Mathematics—Key Technology for the Future
pages 165-177. Springer, 2008.

[35] Hans P. GeeringOptimal Control with Engineering ApplicationSpringer, Berlin,
Germany, 2007.

[36] A.H. Gharehgozli, G. Laporte, Y. Yu, and R. de Kosterh&duling twin yard cranes
in a container blockTransportation Scienc2014.

[37] A.H. Gharehgozli, Y. Yu, R. de Koster, and J.T. Udding.n Axact method for
scheduling a yard craneEuropean Journal of Operational Reseay@85(2):431—
447, 2014.

[38] P. Giselsson, M.D.Doan, T. Keviczky, B. De Schutter] #&n Rantzer. Accelerated
gradient methods and dual decomposition in distributed ehpdedictive control.
Automatica49(3):829-833, 2013.

[39] D.N. Godbole, J. Lygeros, and S. Sastry. Hierarchigalrid control: A case study.
In Proceedings of the 34th IEEE Conference on Decision andr@iortouisiana,
New Orleans, 1994.


www.drewry.co.uk
http://myservices.ect.nl/Terminals/rotterdamterminals/deltaterminal
http://myservices.ect.nl/Terminals/rotterdamterminals/deltaterminal

124 Bibliography

[40] K. Gokbayrak and C.G. Cassandras. A hierarchical dgosition method for opti-
mal control of hybrid systems. IRroceedings of the 16th International IEEE Con-
ference on Decision and Contrglages 1816-1921, Sydney, Australia, 2000.

[41] Gottwald. Gottwald AGV Automated Guided Vehicles. URttp://www.gottwald.
com/, 2012. Last accessed on 1st September 2012.

[42] Gottwald. Gottwald ASC Automated Stacking Cranes. URitp://www.gottwald.
com/, 2012. Last accessed on 1st September 2012.

[43] M. Grunow, H. Ginther, and M. Lehmann. Dispatching tildad agvs in highly
automated seaport container termin&$ Spectrum26(2):211-235, 2004.

[44] J.M. Guerrero, J.C. Vasquez, J. Matas, L.G. de Vicaffig, M. Castilla. Hierarchi-
cal control of droop-controlled AC and DC microgrids: a geepproach toward
standardizationlEEE Transactions on Industrial Electronics8(1):158-172, 2011.

[45] B. Ha, E. Park, and C. Lee. A simulation model with a lowdkof detail for con-
tainer terminals and its applications. Pmoceedings of the 2007 Winter Simulation
Conferencepages 2003-2011, Washington D.C., December 2007.

[46] J. He, D. Chang, W. Mi, and W. Yan. A hybrid parallel ggoetigorithm for yard
crane scheduling.Transportation Research Part E: Logistics and Transpaotat
Review46(1):136-155, 2010.

[47] M.P.M Hendriks. Multi-step optimization of logistics networks: strategiactical,
and operational decision$hD thesis, Eindhoven University of Technology, 2009.

[48] L. Henesey. Enhancing Container Terminal Performance A Multi Agentt&ys
Approach PhD thesis, Blekinge Institute of Technology, 2004.

[49] L. Henesey, P. Davidsson, and J. Persson. Agent basedagion architecture for
evaluating operational policies in transshipping corgesnAutonomous Agents and
Multi-Agent Systemd4.8(2):220-238, 2009.

[50] T. Henzinger. The theory of hybrid automata. Rroceedings of of the 11th IEEE
Symposium on Logic in Computer Scienpgages 278-292, New Brunswick, New
Jersey, 1996.

[51] M. Houwing, R.R. Negenborn, and B. De Schutter. Demasgonse with micro-chp
systemsProceedings of the IEEER9(1):200-213, 2011.

[52] IHS. Ihs global insight. URL.: www.ihsglobalinsightm, Janurary 2015.
[53] P.A. loannoulntelligent Freight TransportationCRC press, Parkway, NW, 2014.

[54] Jurong Port. Doosan Quay Cranes. URL: http://wwwgmecsg/JurongPort, 2011.
Last accessed on 1st September 2012.

[55] I. Kamwa, R. Grondin, and Y. Hebert. Wide-area meas@mniased stabilizing
control of large power systems-a decentralized/hieraatt@pproach|EEE Trans-
actions on Power Systes6(1):136—-153, 2001.


http://www.gottwald.com/
http://www.gottwald.com/
http://www.gottwald.com/
http://www.gottwald.com/
www.ihsglobalinsight.com
http://www.jp.com.sg/JurongPort

Bibliography 125

[56] T. Keviczky, F. Borrelli, and G.J. Balas. Decentratizeeceding horizon control for
large scale dynamically decoupled systesgtomatica42(12):2105-2115, 2006.

[57] T. Keviczky, F. Borrelli, K. Fregene, D. Godbole, andJGBalas. Decentralized
receding horizon control and coordination of autonomoumsole formations.|IEEE
Transactions on Control Systems Techno|dg(1):19-33, 2008.

[58] K.H. Kim, S.M. Jeon, and K.R. Ryu. Deadlock preventiam dutomated guided
vehicles in automated container termindlR Spectrun28(4):659-679, 2006.

[59] K.P. Kim and J.W. Bae. A look-ahead dispatching methadgutomated guided
vehicles in automated port container terminalsansportation scienge38(2):224—
234, 2004.

[60] K.P. Kim and Y.M. Park. A crane scheduling method for tpayntainer terminals.
European Journal of operational researctb6(3):752—768, 2004.

[61] Y. Kuwata, A. Richards, T. Schouwenaars, and J.P. Hastributed robust receding
horizon control for multivehicle guidancdEEE Transactions on Control Systems
Technology15(4):627—641, 2007.

[62] H.Y.K. Lau and Y. Zhao. Integrated scheduling of handlequipment at automated
container terminaldnternational journal of production economickl2(2):665-682,
2008.

[63] J.H. Leeper. Integrated automated terminal operatiofransportation Research
Circular, 33:23-28, 1988.

[64] C. Liang, Y. Huang, and Y. Yang. A quay crane dynamic skthiag problem by hy-
brid evolutionary algorithm for berth allocation plannin@omputers and Industrial
Engineering56(3):1021-1028, 2009.

[65] C.I. Liu, H. Jula, and P. loannou. Design, simulationd a&valuation of automated
container terminalslEEE Transactions on Intelligent Transportation Syste8{$):
12-26, 2002.

[66] C.I. Liu, H. Jula, K. Vukadinovic, and P. loannou. Autatad guided vehicle system
for two container yard layout§ransportation Research Part C: Emerging Technolo-
gies 12(5):349-368, 2004.

[67] J. Lunze.Feedback control of large scale systerRsentice Hall, London, UK, 1992.

[68] Michael M. Wooldridge An introduction to multiagent system¥ohn Wiley & Sons,
West Sussex, England, 2009.

[69] J.M. Maestre and R.R. Negenbomistributed model predictive control made easy
Springer, Dordrecht, The Netherlands, 2014.

[70] J.M. Maestre, D. Mufioz de la Pefia, E.F. Camacho, afdamo. Distributed model
predictive control based on agent negotiatiafournal of Process Contrp21(5):
685-697, 2011.



126 Bibliography

[71] J. Martin and J.J. OdeDbject-Oriented Analysis and DesigRrentice-Hall, Upper
Saddle River, NJ, 1992.

[72] P.J.M. Meersmans and A.P.M. Wagelmans. Effective rdlgms for integrated
scheduling of handling equipment at automated containeiit@ls. Technical report,
Econometric Institute, Erasmus University Rotterdam t&dam, The Netherlands,
2001.

[73] J.L. Nabais, R.R. Negenborn, R.B. Carmona-BeniteE, Mendonca, and B.A.
Botto. Hierarchical MPC for multiple commodity transpdita networks. InDis-
tributed Model Predictive Control Made Eagyages 535-552. Springer, Dordrecht,
The netherlands, 2014.

[74] R.R. Negenborn, P.van Overloop, T. Keviczky, and B. Bbhi8ter. Distributed model
predictive control of irrigation canalsNetworks and Heterogeneous Medi{2):
359-380, 2009.

[75] W.C. Ng and K.L. Mak. Yard crane scheduling in port conéa terminals.Applied
Mathematical Modelling29(1):263-276, 2006.

[76] C. Ocampo-Martinez, S. Bovo, and V. Puig. Partiti@happroach oriented to the
decentralised predictive control of large-scale systedosirnal of Process Contrpl
21(5):775-786, 2011.

[77] C. Ocampo-Martinez, D. Barcelli, V. Puig, and A. Bemad. Hierarchical and
decentralised model predictive control of drinking watetworks: application to
barcelona case studfeT Control Theory & Applications(1):62—-71, 2012.

[78] D. Ouelhadj and S. Petrovic. A survey of dynamic scheduln manufacturing
systems.Journal of Schedulingl2(4):417-431, 2009.

[79] 1. Papamichail, A. Kotsialos, I.Margonis, and M.Papargiou. Coordinated ramp
metering for freeway networks—a model-predictive hiehnaal control approach.
Transportation Research Part C: Emerging Technologlé$3):311-331, 2010.

[80] Robbert R. van Zijverden and R.R. Negenborn. Surveyppfa@aches for integrated
control of intermodal container terminals. 2012 9th IEEE International Confer-
ence on Networking, Sensing and Control (ICNS@pes 67-72, 2012.

[81] P.J.G. Ramadge and W.M. Wonham. The control of discee&nt dynamical sys-
tems. InProceedings of IEEE/olume 77, pages 81-98, 1989.

[82] J.B. Rawlings and D.Q. Maynélodel Predictive Control: Theory and DesigNob
Hill Publishing, Madison, Wisconsin, 2009.

[83] A.Richards and J.P. How. Aircraft trajectory plannimigh collision avoidance using
mixed integer linear programming. Rroceedings of the 2002 American Control
Conferencevolume 3, pages 1936-1941, Anchorage, Alaska, 2002.

[84] J.C. Rijsenbrij and A. Wieschemann. Sustainable doataerminals: a design ap-
proach. InHandbook of terminal planningpages 61-82. Springer, Heidelberg, Ger-
many, 2011.



Bibliography 127

[85] J.P. Rodrigue, C. Comtois, and B. Slagke Geography of Transport SysteReut-
ledge, New York, NY, 2013.

[86] R. Ruiz and J.A. Vazquez-Rodriguez. The hybrid flowsischeduling problem.
European Journal of Operational Reseay@®5(1):1-18, 2010.

[87] R. Scattolini. Architectures for distributed and taerhical model predictive control—
a review.Journal of Process Contrpl9(5):723—-731, 2009.

[88] T. Schouwenaars, B.D. Moor, E. Feron, and J. How. Mixagdder programming for
multi-vehicle path planning. IProceedings of the European Control Confergnce
pages 2603—-2608, Porto, Portugal, 2001.

[89] B. D. Schutter and M. Heemeld.ecture notes for modeling and control of hybrid
systemsDelft Center for Systems and Control, Delft University @chinology, Delft,
The Netherlands, 2001.

[90] A. Sciomachen and E. Tanfani. A 3d-bpp approach forrojsing stowage plans
and terminal productivityEuropean Journal of Operational Researdig3(3):1433—
1446, 2007.

[91] M.J. Sharma and S.J. Yu. Benchmark optimization angbate identification for
improvement of container terminalszuropean Journal of Operational Reseayrch
201(2):568-580, 2010.

[92] D.D. Siljak. Decentralized control of complex system&cademic Press, Boston,
Massachusetts, 2011.

[93] R. Stahlbock and S. Vol3. Operations research at catéémminals: a literature
update.OR Spectrunm30(1):1-52, 2007.

[94] D. Steenken, S. Vol3, and R. Stahlbock. Container teahziperation and operations
research: A classification and literature reviéWR Spectrun?26(1):3—-49, 2004.

[95] B.T. Stewart, A.N. Venkat, J.B. Rawlings, S.J. Wriglmid G. Pannocchia. Coopera-
tive distributed model predictive contrdbystems & Control Letter§9(8):460-469,
2010.

[96] TBA. TBA simulation. URL: http://www.tba.nl, March Z(B.

[97] F.D. Torrisi and A. Bemporad. Hysdel-a tool for gengrgtcomputational hybrid
models for analysis and synthesis probleh&EE Transactions on Control Systems
Technology12(2):235-249, 2004.

[98] T.J.J. van den Boom and B. De Schutter. Modelling androbof discrete event
systems using switching max-plus-linear syste@entrol engineering practigel4
(10):1199-1211, 2006.

[99] J. H. R van Duin and H. Geerlings. Estimating CO2 foatfwiof container terminal
port-operationsinternational Journal of Sustainable Development and Rlag, 6
(4):459-473, 2011.


http://www.tba.nl

128 Bibliography

[100] I.LF.A. Vis. Survey of research in the design and cdraf@utomated guided vehicle
systemsEuropean Journal of Operational Reseaydv0(3):677—709, 2006.

[101] I.LF.A. Vis and R. de Koster. Transshipment of contesra a container terminal: An
overview. European Journal of Operational Reseaydi47(1):1-16, 2003.

[102] I.LF.A. Vis and |. Harika. Comparison of vehicle typesam automated container
terminal. OR Spectrun26(1):117-143, 2004.

[103] I.LF.A. Vis, R. de Koster, K.J. Roodbergen, and L.W.Retees. Determination of
the number of automated guided vehicles required at a setiveated container
terminal. Journal of the Operational Research Socjéif(4):409-417, 2001.

[104] C. Wang and C.J. Ong. Distributed model predictivetourof dynamically decou-
pled systems with coupled cogtutomatica46(12):2053-2058, 2010.

[105] E.T.J. Wijlhuizen and F. Meeussen. The sustainabi¢aioer terminal (Maasvlakte
II'). In Proceedings of the 2nd International Conference on Harbpiir Quality
and Climate ChangeRotterdam, The Netherlands, 2008.

[106] F.Y. Xiao, P.K. Li, and H.C. Chun. A distributed agegstem for port planning and
scheduling Advanced Engineering Informatic25(3):403-412, 2011.

[107] J. Xin, R. R. Negenborn, and G. Lodewijks. Hybrid mogetdictive control for
equipment of an automated container terminal. Plnceedings of the 2013 IEEE
International Conference on Networking, Sensing and @bntages 746—752, Evry,
France, 2013.

[108] J. Xin, R.R. Negenborn, and G. Lodewijks. Hybrid MPC Balancing throughput
and energy consumption in an automated container termindroceedings of the
16th International IEEE Conference on Intelligent Trangption Systemspages
1238-1244, The Hague, The Netherlands, 2013.

[109] J. Xin, R.R. Negenborn, and G. Lodewijks. Hierarchioantrol of equipment in
automated container terminals. Broceedings of the 4th International Conference
on Computational Logisti¢pages 1-17, Copenhagen, Denmark, September 2013.

[110] J. Xin, R.R. Negenborn, and G. Lodewijks. Energy-ana@mtrol for automated con-
tainer terminals using integrated flow shop scheduling guttv@l control. Trans-
portation Research Part C: Emerging Technologi$4:214—-230, 2014.

[111] J. Xin, R.R. Negenborn, and G. Lodewijks. Reschedpbhinteracting machines
in automated container terminals. Pnoceedings of the 19th IFAC World Congress
pages 1698-1704, Cape Town, South Africa, 2014.

[112] J. Xin, R.R. Negenborn, and G. Lodewijks. Trajectoigmming for agvs in automated
container terminals using avoidance constraints.Pioceedings of the 19th IFAC
World Congresspages 9828-9833, Cape Town, South Africa, 2014.



Bibliography 129

[113] J. Xin, R.R. Negenborn, F. Corman, and G. Lodewijks.nttd of interacting ma-
chines in automated container terminals using a sequ@taiahing approach for col-
lision avoidance. Technical report, Delft Univeristy ofchmology, Janurary 2015.
Submitted to a journal.

[114] J. Xin, R.R. Negenborn, and G. Lodewijks. Event-dniveceding horizon control for
energy-efficient container handlinGontrol Engineering Practice39:45-55, 2015.

[115] J. Xin, R.R. Negenborn, and G. Lodewijks. Energy-éffit container handling using
hybrid model predictive controlnternational Journal of Contrgl2015. Accpted for
publication.

[116] W.Y. Yun and Y.S. Choi. A simulation model for contairterminal operation anal-
ysis using an object-oriented approacimternational Journal of Production Eco-
nomics 59(1):221-230, 1999.

[117] A. Zafra-Cabeza, J.M. Maestre, M.A. Ridao, E.F. Canmgacand L. Sanchez. A
hierarchical distributed model predictive control apmioto irrigation canals: A risk
mitigation perspectiveJournal of Process ContrpR1(5):787-799, 2011.

[118] J. Zeng and W.J. Hsu. Conflict-free container routmmiesh yard layoutdRobotics
and Autonomous Systena$(5):451-460, 2008.

[119] H. Zhang and K.H. Kim. Maximizing the number of dualetsy operations of quay
cranes in container terminal€omputers & Industrial Engineering6(3):979-992,
20009.

[120] W. Zhang, M. Kamgarpour, D. Sun, and C.J. Tomlin. A arehical flight planning
framework for air traffic managemen®roceedings of the IEEELO0(1):179-194,
2012.

[121] L. Zhen, L.H. Lee, E.P. Chew, D. Chang, and Z. Xu. A coragige study on two
types of automated container terminal systeftSEE Transactions on Automation
Science and Engineering(1):56-69, 2012.



130 Bibliography




Glossary

List of symbols and notations

Below follows a list of the most frequently used symbols anthtions in this thesis.

d
ds
d
D1,D2,D3

€
E1,E2,E3,E4
Es

Ec

EUC

Eqc, Eagw; Easc
Etot

fagv
fasc

fe

the continuous variable associated with job
system matrices of linear time-invariant models

the continuous variable associated with job

the binary variable for modeling a static obstacle
the binary variable for modeling a moving obstacle
input matrices of linear time-invariant models

the continuous variable associated with job
output matrices of linear time-invariant models

the continuous variable associated with job

the safety distance

the traveling distance of a piece of equipment
exogenous input matrices of linear time-invariant models

the continuous variable associated with job

real matrices of mixed-logical dynamic models

a real vector of mixed-logical dynamic models

a finite set of edges of a controlled component

a finite set of edges of an uncontrolled component
energy consumption of the QC, the AGV and the ASC
the total energy consumption of equipment

the mapping function of the AGVs
the mapping function of the ASCs
the continuous-time dynamics of a controlled component
the mapping function of the QC(s)

the continuous-time dynamics of an uncontrolled component

a finite set of guards of a controlled component
a set of guards of a controlled component interacting with
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other hybrid systems
Guc a finite set of guards of an uncontrolled component
Ginter a set of guards of an uncontrolled component interactinly wit
other hybrid systems
hy stage indices the hybrid flow shop
ho operation indicator for a particular stage in the hybrid fkivop
H hybrid automaton
i job indices
i job indices
J objective function
k discretized time instant
kg the time instance at which a discrete event is triggered
I indices of steps for MPC controller
05{5’ loading weight of the AGV with the container
oad loading weight of the ASC with the container
oad loading weight of the QC with the container
owad unloading weight of the AGV without the container
nload unloading weight of the ASC without the container
nload unloading weight of the QC without the container
M a positive integer number used for approximation
Ngc the number of the QCs
Nagv the number of the AGVs
Nasc the number of the ASCs
N number of jobs
Np the prediction horizon of the MPC controller
Nsim the simulation length
Nuc the number of containers of an uncontrolled component
Oihlhz the operation associated with job
p the index of the AGV
pt the position of joki in the vessel related to Stage 1
P? the transfer point of jolbnear the quay crane related Stage 1 and 2
Pi3 the transfer point of jolbnear the stack related Stage 2 and 3
Pt the storage place of johkin the stack related to Stage 3
On the element irQ
Q the overall graph sequence
r the continuous-time state of a piece of equipment
ro the initial continuous-time state of a particular openatio
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r the position of a piece of equipment

ra the velocity of a piece of equipment

re the final continuous-time state of a particular operation

R a large positive number

Rc a finite set of reset maps of a controlled component

Ruc a finite set of reset maps of an uncontrolled component
R the set of real numbers

ahlhz the lower bound of the processing time of operation

S a finite set of discrete modes of a controlled component
Sic the set of discrete modes of an uncontrolled component
IIt]1 the sum of all operation times

t the ending time of a particular operation

tinish the completion time

tihlhz the processing time of operatiorf"df'jZ

tgg;;i the starting time of operation!t®

tgrﬁ?fi the ending time of operationih@12

tw a number that ensures the calculation of the minimal time
to the stating time of a particular operation

T The remained time steps

Uc the acceleration of a controlled component

ugdy the maximal acceleration of the AGV

uge, the maximal acceleration of the ASC

ud the maximal acceleration of the QC

Umax the maximal acceleration of the equipment

Uin the minimal acceleration of the equipment

up(k) the acceleration vector of the AGV at time instént

Uuc the acceleration of an uncontrolled component

Uc a finite set of control variables of a controlled component
Uuc a finite set of control variables of an uncontrolled compdnen
Viark the maximal velocity of the AGV

vae the maximal velocity of the ASC

VA the maximal velocity of the QC

Vimax the maximal velocity of the equipment

Vinin the minimal velocity of the equipment

vp(K) the speed vector of the AGV at time instdnt

Ve a finite set of other automata variables of a controlled camepo
Vuc a finite set of other automata variables of an uncontrolledpmnent
(1w eo the makespan

Wmin the minimal makespan

x(k) state vector at time instaht

the position of a controlled component at time instant
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X2 (k) the velocity of a controlled component at time instlant

Xe a finite set of continuous states of a controlled component
Xue the set of continuous states of an uncontrolled component
y(K) output vector at time instait

z(k) vector for auxiliary continuous variables at time instint
Invg the invariant set of a controlled component

INvyc the invariant set of an uncontrolled component

a, discrete mode indices

o(k) vector for auxiliary integer variables at time insté&nt

A the weighting factor

) a finite set of jobs

OJ] a finite set of jobs with dummy job 0

o)) a finite set of jobs with dummy joN + 1

oﬁ sequence variable describing joandj in Stage 1

0g sequence variable describing joand j in Stage 2

o sequence variable describing joandj in Stage 3

Wagy a finite set of AGVs

AT the time step size

List of abbreviations

The following abbreviations are used in this thesis:

TEU Twenty-foot Equivalent Unit

AGV Automated Guided Vehicle

QC Quay Crane

ASC Automated Stacking Crane

MPC Model Predictive Control

EHMPC Energy-efficient Hybrid Model Predictive Control

MILP Mixed Integer Linear Programming
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Samenvatting

Automatisering kan de doorstroming van container termsisajnificant verhogen voor la-
gere kosten. In geautomatiseerde container terminalsemardntainers verwerkt door een
groot aantal onbemande machines (zoals kadekranen (Kiteynatisch rijdende voertui-
gen (ARVs) en automatische stapelkranen (ASKs). Deze oabdenmachines werken op
een interactieve manier met elkaar samen om de contairssextale kade en het opslagge-
bied in een terminal te verplaatsen.

Om de prestaties van geautomatiseerde container ternénedsgroten richt dit proef-
schrift zich op twee aspecten: het verbeteren van de engffgintie en het mogelijk ma-
ken van zelfstandiger opererende machines (in het bijazongeijdende ARVs)— beide op
een operationeel niveau. Aan de ene kant moet de energiéefié van terminals verbeterd
worden, omdat deze onder druk staat door verhoogde endjgigpen de steeds strakker
wordende emissiegrenzen. Aan de andere kant bieden nigp@@RVs de mogelijkheid
om volledig vrij rond te rijden, waarmee met slimme routgsstrategién rijafstanden kor-
ter kunnen worden gemaakt dan voorheen. Nieuwe geavamcbesturingsalgorithmen
voor planning en control van die vrij rondrijdende ARVs emajateerde machines moeten
ontwikkeld worden om die machines optimaal te benutten. ©mezt energie-efficiéntie
doelen als betere rijprestaties te realizeren, wordentiprdefschrift discrete gebeurtenis
en continue tijd dynamica beschouwd, gebruikmakend vangeartegreerd hybride sys-
teem perspectief.

Voor het analyzeren van de prestaties van voorgesteldeoshethricht dit onderzoek
richt zich op een compacte, middelgrote, en grote termWadr de compacte en de middel-
grote terminal wordt het balanceren van prestaties en engff@ciéntie onderzocht. Voor de
grootstalige terminal ligt de focus op het genereren vasibgsvrij paden voor vrij-rijdende
ARVs. In het bijzonder worden de volgende aspecten uitgedie

e De compacte terminal

Voor de compacte terminal worden de discrete gebeurterde eontinue tijd dyna-

mica bestuurd door een enkele centrale regelaar. Vanuieiétale perspectief wordt
een hybride modelgebaseerde voorspellende regelstategrgesteld om energie
efficiéntie van activiteiten te stimuleren. Het onderbggde optimalisatieprobleem
wordt geformuleerd als een gemengd discreet/continualvalen lineair program-
meer probleem, wat efficiént opgelost kan worden door coruiéle oplossers (zoals
CPLEX).
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e De middelgrote terminal

Voor de middelgrote terminal neemt de complexiteit aarliietoe door de beschou-
wing van een groter aantal machines. In vergelijking metategacte terminal re-
sulteert dit in een groter aantal beslissingsvariabefelmet bijzonder door de toevoe-
ging van discrete variabelen die gebruikt worden voor healen van zogenaamde
opdracht volgordes. Om de complexiteit van de middelgreteninal handelbaar te
maken wordt een hierarchische besturingsarchitectuugesteld. In deze hierarchi-
sche architectuur is een automatische bestuurder op eendoigeau verantwoorde-
lijk voor de discrete gebeurtenis dynamica, terwijl eeretagniveau bestuurder zich
bezig houdt met de continue tijd dynamica van elke machinewef zogenaamde
open-lus als ook gesloten-lus regel- en codrdinatieegiiah worden onderzocht met
betrekking tot logistieke prestatie en energie effici&nti

De grootschalige terminal

Het onderzoeksprobleem dat centraal staat bij de grodigeltarminal richt zich met

name op de vrij-rijdende ARVs. Het probleem bestaat uit Betlien van aanrijdings-
vrije paden voor de vrij-rijdende ARVs vanwege veilighaden. Deze paden wor-
den bepaald vanuit een geintegreerd perspectief, wdebfjlannen van de interac-
ties met andere machines (kranen) centraal staat om eerbkbgadelingscapacti-
teit te kunnen realizeren. Voor dit probleem wordt een setigle planningsaanpak
voorgesteld. Deze aanpak maakt wederom gebruik van emrttiésche architectuur
waarmee bestuurders op verschillende niveaus geco@rdimeorden. Het gedetail-
leerde plan van een machine voor een opdracht wordt bepaaldeahand van een
zogenaamde overkoepelende graaf sequentie. Voor eerispedpdracht omvat
die het oplossen van een hybride flow shop planninsproblesm e&en hogere ni-

veau bestuurder en een or twee kleinere gemengd discnetiedse variabelen lineair
programmeerprobleem door een lagere niveau bestuurdérddze aanpak kunnen
succesvol aanrijdings-vrije paden voor de vrij-rijdend@\/4 worden bepaald.

Samengevat onderzoekt dit proefschrift de operationedgibag van geautomatiseerde
container terminals. Het proefschrift toont het potertiae de nieuw voorgestelde aanpak-
ken voor het verbeteren van de energie-efficiéntie en loditémen van de implementatie
van vrij-rijdende ARVs.



Summary

It has been demonstrated that automation can significamthgase throughput and reduce
cost of container terminals. In automated container teafajrcontainers are processed by a
large number of unmanned machines (e.g., quay cranes (@@s)nated guided vehicles
(AGVs) and automated stacking cranes (ASCs)). These unadamachines are working
in an interactive way for transporting containers betwéerguayside area and the stacking
area.

For enhancing the performance of automated containeretsithis PhD thesis focu-
ses on improving energy efficiency and implementing moreraunous equipment (e.g.,
free-ranging AGVs) at the operational level. On the one hdnée to the increased energy
price and environmental stress, energy efficiency needs improved. On the other hand,
new emerging AGVs allow free-ranging behavior and can gmattte driving distance than
using the traditional routing strategy, demanding a nodetaaced control algorithm for
scheduling and controlling the free-ranging AGVs and theeotrelated machines. For
achieving these research goals, both discrete-event dgaand continuous-time dyna-
mics are considered in this thesis, using a perspectivelnidhgystems.

This research focuses on a compact, medium, and largeesinentl. For the compact
terminal and the medium-size terminal, the focus is on lwatenperformance and energy
efficiency. For the large-size terminal, the focus is on gatireg collision-free trajectories
for free-ranging AGVs. The following proposals are madeantigular:

e The compact terminal

For the compact terminal, the discrete-event dynamicstaddntinuous-time dyna-
mics are controlled by a centralized controller as a whongthe centralized way,
a hybrid model predictive control is proposed for achieuimg energy efficiency for
real-time operations by controlling each piece of equipndéectly. The optimiza-

tion problem is formulated as a mixed integer linear prograng problem that can
be efficiently solved by commercial solvers (e.g., CPLEX).

e The medium-size terminal

When it comes to the medium-size terminal, as the systera Beakases, more piece
of equipment are considered. Compared to the compact tatnaitarge number of
decision variables, in particular discrete variables fetedmining the job sequence
that is processed by a particular piece of equipment, have toonsidered additi-
onally. Therefore, the complexity for controlling theseqes of equipment grow
significantly. To reduce the control complexity of the medisize, a hierarchical
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control architecture is proposed for decoupling the hydgidamical system. In this
hierarchical architecture, a higher-level controllesponsible for the discrete-event
dynamics while the lower-level controller is concernedwitie continuous-time dy-
namics for each piece of equipment. Both the open-loop amdltse-loop case have
been investigated for achieving the energy efficiency.

e The large-size terminal

The research problem with respect to free-ranging AGVs isictered in the scope
of a large-size terminal, which is the most complex casenvblves collision-free
trajectory planning of free-ranging AGVs for safety reguirent, integrated with the
scheduling of interacting machines for a high handling cépa For this complex
overall problem, a sequential planning approach is pratho3dis sequential plan-
ning approach uses a hierarchical architecture for coatitig the controllers at dif-
ferent levels and different controllers of AGVs. The detdischedule is determined
job by job following a particular overall graph sequence.r Bgarticular job, the
subproblems include a hybrid flow shop scheduling problethatigh-level con-
troller and one or two small-scale mixed integer linear pangming problems at the
lower-level controller for determining the collision-&drajectory of a free-ranging
AGV.

In short, this thesis investigates the operational contfraltomated container terminals.
The thesis shows the potential of the proposed new appredohénproving the energy
efficiency and for facilitating the implementation of fresaging AGVs
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