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Resumo

As redes de transporte estiveram presentes no desenvoteigie humanidade e
desempenharam um papel importante. No inicio da civéigagma das maiores
necessidades residia no transporte de agua para finsgg#o e bem estar. No
presente, com a globalizacao, existe a necessidadendgpbrdar matérias-primas
ou produtos manufacturados desde a fonte até ao local deirmon Apesar de
as redes de transporte poderem surgir em dominios diésretddas as redes
partilham o mesmo objectivo: entregar produtos no locatdsmo, no tempo
indicado e na quantidade desejada. Os elementos de umaeradasporte, noés e
ligacOes, podem pertencer a entidades distintas conetolye contraditorios. A
estrutura organizacional da rede de transporte bem conelag®es entre com-
ponentes sao constrangimentos a livre troca de infdiméitando a obtencao
de um desempenho 6ptimo.

Esta tese propde uma perspectiva baseada em fluxos parad@roa
modelacao, diagnostico de falhas e controlo de opesaein redes de transporte.
A tese propde uma abordagem genérica para modelar e geragbdes usando
uma perspectiva global, capturando as propriedades dos das ligacdes, tendo
possibilidade de lidar com mercadorias classificadas dela@mm propriedades
variantes no tempo. A gestao de operacdes de redes dpdrémé também abor-
dada segundo a perspectiva do nd, tomando em considesag&lacdes entre o
no e a sua vizinhanca.

Palavras-chave:redes de transporte, cadeias de abastecimento, redesisle tra
porte de agua, modelacao, diagnostico de falhas, orimatao, controlo predi-
tivo, agentes, controlo distribuido.



Vi



Abstract

Transportation networks have long been present and playportant role in the
development of mankind. In the beginning of civilizatidme tmain transportation
demand focused on water, for irrigation and welfare. At enéswith the glob-
alization, a transport demand to move raw materials or natuifed goods from
the source to the final destination is present. Althoughsirartation networks
can arise in different application domains they all shageghme goal: deliver
commodities at the agreed location at the agreed time ar atgreed quantity.
The components of transportation networks, nodes and,lcds be owned by
different companies leading to conflicting objectives. HBheictural layout and
relations among the components of a transportation netalconstraints to a
free share of information among components towards an a@pperformance.
This thesis proposes a flow perspective to address the mgdédult diag-
nosis and control of transportation networks. A generimievork to model and
manage operations of transportation networks from a meopis perspective is
proposed. The framework captures nodes and links propedied can handle
either time unvarying or time-varying commodities. Openas management of
transportation networks are also addressed from the nadpguive taking into
consideration the existing relations between each nodé&ssdrroundings.

Key-words: transportation networks, supply chains, water conveyagstems,

modeling, fault diagnosis, monitoring, model predictiventrol, agents, dis-
tributed control.
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Chapter 1

Introduction

This Chapter presents the motivation for the research adédein this thesis. In
Section 1.1 transportation networks are introduced usimgjfeed perspective for
different types of flows. In particular, the similarities angst different trans-
portation networks following a graph perspective are asklrd. In Section 1.2,
more details for generic continuous-time and discretefilmwv networks are pre-
sented. Section 1.3 addresses the scientific domains cbtrerighout the the-
sis, namely: modeling techniques in Section 1.3.1, agerection 1.3.2, Model
Predictive Control (MPC) in Section 1.3.3, and monitorimgl dault diagnosis in
Section 1.3.4. The Chapter concludes with an overview oftiksis including a
road map and a list of contributions in Section 1.4.

1.1 Motivation

Transportation networks have long been a regular elemehuman civiliza-
tion (Rodrigue et al., 2009). A typical example is the watansportation net-
work developed by the roman civilization53 BC —476 AD) to bring fresh water
into their cities improving their life quality and healtregsFigure 1.1(a)). Today,
similar structures are still present as water conveyanteanks where water is
transported through canals in a free-surface flow (Akang620Due to water qual-
ity requirements these networks are now providing wateirfaggation. Another
important historical moment in transportation was the aiecy of the maritime
way to India (Vasco da Gama int98, see Figure 1.1(b)). With a maritime al-
ternative to the traditional land transport for goods, aparfunity for generating
wealth was created by the Portuguese sailors.

Usually, the origin (source node) of a resource is usuatigied far away from
the consumption location (end node):

“God must have been a ship owner. He placed the raw mateaalgdm

1
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(a) Roman aqueduct Pont du Gard in France.(b) Vasco da Gama route tndia in 1498.

Figure 1.1: Historical achievements with impact in tranggmon networks.

where they are needed and covered two thirds of the world witter.” (Bill
Moses)

To connect source and end nodes a transportation netwodeed and can
assume many formats (Hall, 2003; loannou, 2008). With tlenemy global-
ization (1970) some of these networks have become worldwide (Steger,)2009
The transport phenomena is typical of flow transportatiamaeks for instance:
power networks, gas and oil pipeline networks, traffic neksplogistic networks
and intermodal transportation networks. Although belagdo different applica-
tion domains, from a flow perspective, all these networkseshammon proper-
ties: storage capacity in specific locations and the transigday between differ-
ent storage areas.

Transportation networks are complex systems, composddragats that may
belong to different companies, cooperating, in some dedgoesteliver commodi-
ties at the agreed time, at the agreed location and withghé guantity (Rodrigue
et al., 2009). Transportation networks are competitiveketarwhere many part-
ners are present. This sector is dominated by a lack of cordfieleetween partners
where usually only a few information is shared believing tthés behavior will
avoid losing their client for other competitors (Blois, B9 At present, also au-
thority policies have to be added (OECD, 2010). So partrievalgl work in order
to satisfy client demands while at meantime reducing castisodey to authority
policies (see Figure 1.2).

The increase in international commerce and more demantlggsare cre-
ating a pressure on the existing transportation networksovErcome this phe-
nomena there are two options: the development of new imfretsires or a better
use of the existing ones. Politicians and economist areeawfahis latter option,
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Authority Policies

Client Service Provider
Demands Costs

Figure 1.2: Competitive objectives in transportation reeks.

“Nao & tempo de desenvolver infraestruturas mas sim servicoxiema
de infraestruturas. (Augusto Mateus, free translatiofit is not time to de-
velop infrastructures, it is time to develop services on ebpnfrastructures.”
in Mateus (2013))

The motivation to work on the development of intelligentastructures rather
than creating new infrastructures cames from two conggain

1. new infrastructures requires a high investment;

2. in some regions of the world (Europe, North America), vehiée need for
better infrastructuress more sensible, land is not available near the existing
infrastructures to proceed with the necessary expansions.

1.1.1 Analogies Between Transportation Networks

Transportation networks are complex systems spatialtyiliged with a modular
structure that can be represented by a gi@ph (V, £) where node$’ represent
centers or intersections and a€srepresent the existing connections between
nodes (Ahuja et al., 1993). Figure 1.3 shows a general toategpn network
where nodes are represented by circles or squares and arcspaesented by
arrows between nodes. The transport need is indicated bywswith an edge on
a node and no talil.

Due to the existence of a transport demand, transportagbmonks can be
found in several distinct situations, for instance:

e supply natural resources (water, oil, gas, iron ore, cbal)¢an be available
far away from the consumers (factories, cities, power pectidn facilities,
farms);

IFormer economic minister of Portugal between March 1996 lModember 1997 and a
renowned economist.
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Figure 1.3: Graphical representation of a transportateswark (circles represent
source and end nodes, squares represent interior nodegsaapresent connec-
tions between nodes).

transport processed goods (electricity, food, high-tetdgy products) to
final costumers that can be single individuals;

transport general cargo (containers, dry or liquid bullstpbcards) between
a source and an end node;

transport passengers from a start point to a final destmgt@armona
Benitez, 2012);

handling baggage in airports from the check-in area to tipadere gate,
from the arrival area to the baggage-claim area, and move foam one
gate to another during transfers (Black and Vyatkin, 2010);

store and dispatch cargo at warehouses integrated or noogistit
chains (Roodbergen, 2001; Roodbergen and Vis, 2009)

handling of dry and liquid bulk materials at bulk terminatgtween the
storage area to the loading/unloading area (Pang and Lie®005; Wu,
2012).

The mentioned transport demands came from very distindicapipon domains.
Each application has its own particular features which &udisd in different
scientific domains as supply chains, manufacturing chéieght transportation
networks, public transportation networks, airline netkgprand traffic networks.
Typical associations for nodes, arcs and flows for some piategtion networks
are indicated in Table 1.1. Different transportation neksaan be related. From
a traffic manager perspective the flow can be cars, busses$;uakd running on
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Physical Analogy

Applications Flow
nodes arcs
gates canal pools
Free Surface Flow reservoirs rivers water
lakes channels
pumps water
. reservoirs _ oil
Pressurized Flows pipelines
compressors gas
valves
suppliers trucks raw materials
factories trains finished goods
Supply Chains distribution Centers  ships food
retailers airplane
customers barges
Intersections highways trucks
Traffic P_arks _ roads trains .
Light Signals cars, buses, taxis
motorcycles
intersections busses
. parks taxis
Public Transport light Signals boats passengers
stations
terminals ships containers
seaports barges general cargo
Cargo Transport  hubs trains dry bulk material
airports trucks liquid bulk material
airplanes
Dry Bulk Material ~ switches conveyor belts  coal, iron ore
Luggage Transport switches conveyor belts baggage

Table 1.1: Analogies between transportation networks.

roads and highways. These flows are transport modalitiet as@rcs for other
transportation networks such as supply chains (truck)]ipwtansport (busses
and taxis), and general cargo transport (trucks). In casebafd traffic manage-
ment, leading to jams and congestions on roads, disrupiibhappen on the the
arcs of the supply chain, public transport and cargo tramisgith impact on the
transportation network behavior.
Concerning what is transported through the network a mayesidn can be

made (Rodrigue et al., 2009):

Passenger Transport: passengers are able to get on/off board without assistance.
They are able to analyze information and based on it exetuEes be-
tween available transport modalities although these eso@e often not
rational. Issues as comfort and security are critical (sgeré 1.4(a));
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(a) Passengers making a transport choice aftiheContainers waiting at the CTA Hamburg ter-
Grand Central Terminal (source: Brian Weimninal (source: www.railwayinsider.eu).
berg).

Figure 1.4: Overview on the nodes of a passenger and a canggpwortation net-
works.

Commodity Transport: commodities move over the transportation network, can
be temporarily stored at some locations, before procedditige final des-
tination. The information is available for the transpadatnetwork man-
agers and they try to make the most rational choice to fulfél transport
demand (see Figure 1.4(b)).

This thesis focus on commodity transport, where decisisagaken solely by
transportation network managers. A generic frameworkdaressing transporta-
tion networks regardless the application field is intendedgeneral terms, the
transport demand can arise:

At the Upstream Nodes: in this case the transport demand arises in the form of a
need to delivecommodities to the final destination. Examples are the posta
service, freight cargo, and drainage water. In this casefrinsportation
network has tgushthe cargo in a coordinated way such that it is delivered
to the agreed location (an individual house, a final costuwmnarlake);

At the Downstream Nodes: in this case the transport demand arises at the down-
stream nodes in the form of@nsumption requiremeifivater needed for
irrigation, electricity, food at supermarkets, and tedbgacal products at
stores). The transport demand has the effegudling commodities from
the transportation network;

Simultaneously at Both Ends: this case happens whenever a node is simultane-
ously an end node (for an upstream transport demand) and sathe time
a source node (able to accept a transport demand). A hindeckrgo net-
work is an example of such a situation. Cargo is being platedade to
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be shipped to the final destination and at the same time thermeagago that
arrives at that node to be delivered to the final client.

A transportation network can be of a single commodity (watexste water,
oil, gas, electricity), or have multiple commodities at Hzaene time. Commodities
can be categorized in respect to different classes:

Time Unvarying Classes: such as the type of cargo (water, container, dry bulk,
liquid bulk), the volume (container of 20, 40 or 45 feet, dgiak given box
or volume), the final client, the client priority, the weightizards materials,
the temperature of transport;

Time-Varying Classes: are essentially related to the time a commodity has to fill
the transport demand. For an upstream transport demanoht&erarying
property is related to the due time to deliver the commodityha final
destination. In case of a downstream transport demand, faséhsupply
chains, products can have an expiration date after whighateeno longer
admissible for consumption.

In general, commodities can be categorized for either tilvauying and a time-
varying properties simultaneously.

1.1.2 Transportation Network Levels
A transportation network can be seen as a multiple layeesygsee Figure 1.5):

Strategic Layer: in this layer the objective is to think ahead about the dgwelo
ment and consolidation of the existing transportation oetwlt is impor-
tant to plan measures in order to face forecasts concerhmgransport
demands (Armstrong, 2006; Carmona Benitez et al., 2018).time scale
is the slowest of the different layers and is typically ardseveral months,
depending on the application domain;

Tactic Layer: in this layer the objective is to guarantee the coordinatibdif-
ferent flows inside the network to fulfill the transport derdarThe time
scale is faster than the one of the strategic layer. Node$irdqgdinside the
transportation network should cooperate, regarding geoend transport
capacity, to solve daily transport demands;

Operational Layer: in this layer the objective is to control the hardware equip-
ment responsible for guaranteeing the desired flows. Thedtadynamics
existing in the transportation network are in this layelisitlosely related
to the hardware equipment itself and the knowledge is lidhitethe task
addressed.
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Strategic Layer
(slow dynamics)

Tactic Layer
(average dynamics)

Operational Layer
(fast dynamics)

Figure 1.5: Multiple layers in a transportation network.

The perspective taken when addressing a transportatiaroriets related to
one or more of these layers. In a water conveyance systemdiarice: the opera-
tional layer is focused on controlling the flow at a node ushregavailable infras-
tructure; the tactic layer is focused on the interactionth wWie neighbor compo-
nents; and the strategic layer addresses, if possiblefalimation regarding the
transportation network and available forecasts aimingitogtimal coordination
of the whole network.

1.1.3 Transportation Network Structural Organization

Depending on the structural organization, a transporatetwork can be seen
from different perspectives:

Network Perspective: in this case the whole system is taken into account when
decisions are being evaluated. This is a common configuratienever no
trust issues are present at a transportation network. k& afa vertically
integration, it is likely that information can be sharedelse All available
information is taken into account when addressing the parsiemand,;

Node Perspective:in this case the knowledge is limited to the node state and
the surroundings. The node component has partial respliysdn the
fulfilment of the transport demand, it should cooperate \th#éhremaining
components such that the transport demand is fulfilled;

Link Perspective: in this case the transport provider or infrastructure owesr
spective is taken. These components are responsible tecoie existing
nodes of the transportation network providing a transpapicity that can
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fulfil the transport demand. Although, they should coopetatthe fulfil-
ment of the transport demand their major concern is to maledfanent use
of the transport capacity or infrastructure they own.

The major concern for cooperation over the transportatetwork is related
to the structure of the network and to what kind of economieédtions it as-
sures. This can be a constraint to a freely information exgba More detailed
and accurate information can support wiser decisions. Arakred approach,
considering all information available at the transpoadathetwork, can achieve
an optimal solution according to some criteria. Howeveriat@lized approach
can only happen if all network components belong to the samngpany or no
trust issues are present. In the case of horizontal infegrall components can
be economical distinct units having their own objectives.aAconsequence, con-
flicting objectives can be present between direct compstaobetween different
types of components. Sometimes it is possible to have andcgibnation, when-
ever some components of the transportation network form-@aed alliance.
Airline companies have formed alliances, splitting resesrand taking advan-
tage of the stronger points each entity has. In shippinqimdi similar strategy is
also a standard.

1.2 Transportation Networks

1.2.1 Continuous-Time Flow Networks

In continuous-time flow networks only one commaodity is colesed to be trans-
ported. The transport phenomena happening along the amclsecenodeled by
partial differential equations (PDE) of hyperbolic typencerning conservation
laws (Stepheson, 1986; LeVeque, 1992). In one dimensigethquations take
the general homogenous form,

ou(z,t)  Of (u(x,t))
ot os

wheret is the continuous time; is a space dimension, amds an m-dimensional
vector of conserved quantities, or state variables, suchass, momentum and
energy. Although an analytical solution is not known, nuicermethods can
be used to solve the hyperbolic system for non-stationanfigarations. Some
systems show an interesting phenomena: the formation akskaves.

This thesis also addresses water conveyance networks wéiche found in
nature, such as river networks, or be human made eitherfgaiion or drainage
purposes. The objective is to convey water for irrigatioaste water to a proper
location where it can be treated, or convey storm water togntefloods. The

=0 (1.1)
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flow is assured to be continuous in time and the system can fteotled using
hydraulic gate structures placed along the network.

Water Conveyance Systems

Water is an essential resource for all life species, in paldgr human life. From

agricultural to industrial applications or simple domescttivities, an efficient

water conveyance network is a key factor for a sustainableldpment, social

stability and welfare. The efficiency of water consumptiepiimordial for a sus-

tainable development in the future. As the water sourcetismays near the end
users there exist the need to create an efficient systemiworke for water con-

veyance. The water transportation problem is not excliystkedicated to deliver
water to users. Water has also to be transported to safedtidas rendering the
management of water systems a complex task. Complex wateegance net-
works span from small-scale to large distributed systemss ¢éhe case of large
rivers that often cross different countries. Water tramgtmn systems may be
divided into the following categories (Negenborn et alQ20

Irrigation Canals: are responsible for conveying water often from a long dis-
tance source, to the end users. The objective is to deliesplecified
amount of water that is normally accomplished by contrglithe water
depth at the extraction localization (Schuurmans et aQ9b9,

Sewer Networks: these systems are responsible for transporting the waste wa
ter (from houses or due to rain) to treatment plants (Mazti2®07). The
objective is to avoid water contamination and also execatalftontrol;

Large Multi-Purpose Reservoirs: the course of natural rivers (Zhuan et al.,
2009) are controlled by large dams in order to create a la@tenstor-
age capacity that can be used for different objectives asep@noduc-
tion (Nabona, 1993; Glanzmann et al., 2005), irrigation fodd con-
trol (Breckpot et al., 2010), and navigation (Ackermannl|gt2900).

These systems have usually great complexity from an autoewitrol point
of view, since they are generally large spatially distrédalisystems with strong
nonlinearities, physical constraints, and time delaysijemeir operation typi-
cally requires the compatibility of multiple competing ebfives. Many of the
currently existing water distribution networks are stilhnually operated. Only
a few have monitoring equipment to support human decisioch s Supervi-
sory Control and Data Acquisition (SCADA) systems. In ortteimprove the
efficiency on water use it is necessary to incorporate modatomatic control
systems which are able to account for water flow deviatiors®ate point in the
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water network (Malaterre and Baume, 1998; Schuurmans ,e1@99a; Litrico
et al., 2003; Weyer, 2008; Igreja et al., 2011; Lemos andoRP2®12). Usually,
canals interact with end users through their physical kdfa For simplicity and
economic purposes, in most of the irrigation systems watsupplied by gravity
(see Figure 1.6). The problem of supplying a given flow is eoted into control-
ling the water depth at the offtake location. As the canabimposed of several
pools separated by gates, the offtake is normally immegiagestream the gate
with a water depth sensor associated.

1.2.2 Discrete-Time Flow Networks

In discrete-time flow networks, different commodities canbundled to form a
bigger volume of cargo before being loaded to a transpottwiiadeliver it to
the final destination. A particular case is the intermodaitamer terminal net-
work. The use of containers has its origins arodfd0 in the USA (Levinson,
2006). Moving cargo in containers allows the use of stantardiling equipment
leading to a reduction in the time required for loading antbading cargo (van
Ham and Rijsenbrij, 2012). The amount of containers is Uguakasured in
TEU — twenty-foot equivalent unit. No special attention iade concerning the
cargo inside the container. The flows are discrete over timedgpend on many
economic partners as: terminal operators, shippersecsrinerchants, and in-
frastructure owners. The cargo transportation is an inapbiector in economy.
It is responsible for connecting the goods source to the ddrwacation.

As mentioned in Section 1.1, a transportation network cacdmposed of
different partners with conflicting objectives and abovewath a lack of trust.
This is of capital importance to the type of information tisaavailable for each
partner concerning the cargo to be moved leading to diftéransport paradigms:

Merchant Haulage: in which the shipper or forwarder bears the responsibility;
Carrier Haulage: in which the transport provider organizes the land transpor

Terminal Haulage: in which the terminal co-determines the land transport.

Cargo transported in predefined volumes is identified by & d¢odall partners.
However, for some partners only partial information is pded: details such as
the final destination and due time can be omitted. In contaietworks, the
merchant and carrier haulage are the most common paradigguds u

Concerning the type of transport modalities used to exetwgdransport of
cargo (from a source node A, to an end node C, passing thraudgB) there are
three options:
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(b) Motorized gate. (c) Monitorized AMP140 hydraulic gate.

Figure 1.6: Water delivery infrastructure owned by tAssociaéo de Ben-
eficiarios do Mirain the Southern West of Portugal.
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Intermodal Transport: transport is made from A to B using solely one transport
modality (inland shipping or rail) and from B to &g last mil@ by truck;

Co-modal Transport: in A the shipper has the choice between inland shipping,
rail, feeder and road,;

Synchromodal Transport: the choice of different transport modalities is flexible
and is available in A, but also in B, and, in the case of retamnga, in C.

The Container Terminal Node

A container terminal can be located at a coast line, calleéepea terminal
where the large container ships can berth, or located inlemere barges and
eventually feeders can berth if an inland waterway is akalgSteenken et al.,
2004; Stahlbock and Vol3, 2008). A container terminal carestontainers at the
Central Yard while they wait to be piked up by a transport nlibgdauch as train,
truck, barge and vessels towards its final destination (sgard¢-1.7). A con-
tainer terminal is a complex system where solutions to @fie problems have
to be integrated, like berth scheduling and resource dltmtéKim and Gunther,
2007). Different scientific communities, such as operatggearch and more re-
cently control systems, have devoted attention to the opdition of operations
inside the container terminal, in particular those corgai@rminals located at
the sea (Alessandri et al., 2009). The main approach fomagitig container
terminal operations is based on finding an optimal handlespurce allocation
that can increase the terminal throughput (Gambardellp, &004). However, in
some works only part of the terminal operations are consttleserving vessels,
transfer between the quay and the yard (Vis et al., 2005).th&ée approaches
are common in the sense that they consider containers astimgdish units and
therefore they lack a basis to support strategic plannirg iransportation net-
work. Distinguishing containers can be extremely usefuti®veloping measures
at a strategic level to increase the network performance.

Transport regulators are currently interested in imposirtigansport modal
split to container terminals motivated simultaneously hyinmental and effi-
ciency reasons (Jong et al., 2011). However, the transpmtahsplit at container
terminals is not a free choice between transport modalifiée final destination
plays a decisive role on the transport modality choice. éndase of Port of Rot-
terdam in2007, a share 0§3% of the containers distribution to/from the port had
as destination/source either in The Netherlands, Germaelgium (OECD,
2010). The relatively short distance motivates the useefdlad modality which
is leading to traffic congestions at present. The expectedtbrin international
commerce will put more pressure to increase the efficien@xiting facilities.
The Port Authority of Rotterdam is focused on increasingghares on inland
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(b) Schematics of the terminal.

Figure 1.7: Overview of ECT Delta terminal in Port of Rottana (sourceht t p:
/[ www. ect . nl / on 03/07/2013).
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transport that is carried on inland waterways and rail wans(OECD, 2010).
The modal split in2007 was 30%, 11%, and59% for inland shipping, rail and
road, respectively, and the target 435 is 45%, 20%, and35%, respectively.
One practical measure has been the signing of contractebetiie Port Author-
ity of Rotterdam and the terminal operators on the new Ma&ks®12, where a
commitment to increase the inland waterway and rail shdréeaost of the road
share is accepted by the terminal operators.

The Seaport Node

Seaports are known to be competitive markets where manyngartare
present (merchants, forwarders, terminal managers, stipmfrastructure own-
ers...) (Steenken et al., 2004; Stahlbock and Vof3, 2008gYist al., 2008; Ro-
drigue et al., 2009; Notteboom et al., 2012). Besides thepedition and lack
of trust among partners, also authority policies (OECD,@®01ave to be added.
Recently a sustainable environment has become politicadityr

In 2005 the seaports located at the Hamburg-Le Havre haadistdl 0f31.10
millions of TEU, while in 2011 a total 089.90 millions of TEU were handled.
This represents an increase28f3% in just 6 years. Similar increase is expected
in the next years due to the increase in the internationgifteommerce. These
seaports are gateways for the hinterland commerce and ¢erdpectly among
each other for a bigger transport share into/from the Hemelr The rapid increase
in the throughput at seaports is pushing the existing itrinature to its limits.
Planning a port expansion is not easy due to the lack of sgdhe aeaport vicin-
ity. For example, the expansion of Port of Rotterdam, projdéaasviakte 2, is
being “conquered” from the North Sea (see Figure 1.8). Hawngust creating
more infrastructure is not the solution. It is also necgssarmore than before,
benefit from the flexibility in the physical infrastructutteat is already available.

Currently, transport inside the seaport is far from optidaé to conges-
tion (Pielage et al., 2007; Konings, 2007). It is common taehampty trucks
arriving/departing at/from the seaport, which means thate are significantly
more truck flow at the seaport than container flow. Barge mitydial known to
call multiple terminals at a seaport with an average cabof EU when the most
common barge class (Jowi class) has a capaciB08fTEU. This increases the
transit of barges inside the seaport, leading to an incrieasaiting times. Some
barges wait until’2 hours to be served at a given terminal. This clearly shows
that the way transport capacity is being used at the seapsttip cargo into the
hinterland is not optimal. A possible solution is not brimgimore transport ca-
pacity into the seaport but use the available one in a coatelihway amongst all
terminals.
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Figure 1.8: Overview of Port of Rotterdam (sourcehtt p://ww.
portof rotterdam coni on 03/07/2013).

Hinterland Container Terminal Network

A hinterland container terminal networks is composed ofsgvterminals lo-
cated in the continent (with access by road, rail and evégtionawaterways) and
connected to seaports which act as gateways between theeavand the inland
transport (van der Horst and De Langen, 2008). The Hambargtvre range,
with a coastline 0600 sea miles, counts with six seaports with a throughput above
1 million TEU/year: Rotterdam, Hamburg, Antwerp, BrememiBerhaven, Zee-
brugge and Le Havre. Despite the current economic situatiothe mid to long-
term time, the transportation of goods over water and trislexpected to in-
crease (Baird, 2006). The Port of Rotterdam (the sixth Ergentainer port in
the world and the largest container port of Europe in TEUghgoped in2007)
expects doubling the number of full and empty containe2dit), and in addition
aims at an increase of the modal split in favor of inland simgfrom 30% to 45%
in 2030. Currently major deep sea terminals (also outside The Matids) are
reaching their maximum capacity.

According to Notteboom and Winkelmans (2004) inland tramkgiion ac-
counts for a considerable part of the total cost for contaggoping, between
40% to 80%. It is common for a container to take as many days to be trategho
by deep sea from the sea ports in China than by using the inttandport net-
work in Europe from the seaport until the final client. Theref the hinterland
transport is taking a big share on the transport of a contaifige so-calledEu-
ropean Gateway ServicdEGS) promoted by th&CT Terminaldrom the Port
of Rotterdam is a network of container terminals (see Figué. This new ser-
vice provided by th&CT Terminalsims at implementing a terminal haulage: the
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Figure 1.9: European Gateway Service. (orange — deep seanids,
black — inland terminals, gray — extended terminals, soutdet p: / / www.
eur opeangat ewayser vi ces. cont on 3/07/2013).

ECT Terminalgake the responsibility of moving cargo from the deep-seaitel
towards the hinterland. Using the EGS tBE€T Terminalsan execute a pushing
of containers towards the hinterland decreasing the voloingentainers waiting
at the deep-sea terminals with benefits in container hag@ind increasing the
seaport throughput.

Supply Chains and Manufacturing Supply Chains

Supply chains (SC) and manufacturing supply chains (MS€)camplex sys-
tems in which multiple organizations (suppliers, manufeets, retailers, and cus-
tomers) are contributing to move commodities or servicesifa source node to
an end node (Ballou, 2004; Sarimveis et al., 2008). The gtomuipling between
organizations restricts achieving optimal performancehefwhole system. The
challenges posed to operations management at (manufagtatpply chains are
increasing in complexity with the spatial distribution diet network (see Fig-
ure 1.10). Having suppliers, production units and final comsrs far away re-
quires new methodologies to support decisions towardsfaot®e cooperation
amongst all organizations present at the (manufacturingplg chain such that
commodities are delivered at the right quantity, at the egjtecation, and at the
agreed time. Cooperation relies on information exchan¢@d®n partners. Dif-
ferent policies for information exchange are possible ddp® on the relations
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between the economical partners at the (manufacturing)lguhain. In a ver-
tical integration, all components are owned by the same amyand therefore
the information can be shared freely. In horizontal intégra different compo-
nent are owned by different companies with possibly cofrfiicbbjectives and
competitive issues, making the exchange of informationemestricted.

1.3 Scientific Domains

1.3.1 Modeling
Water Conveyance Systems

Water conveyance models are mainly divided into physicalcgrle models and
data driven models (Zhuan and Xia, 2007). Physical priecipbdels are based
on the process knowledge. For water conveyance networks-%nant equa-
tions and geometrical and hydraulic system descriptiomsyguically used (Akan,
2006). The model performance is dependent on the systermptaes accuracy.
Models are also useful for providing physical insight in ttumtrol engineering
design phase. Data driven models are based on identifidatisleading to grey
or black box models (Weyer, 2001). These methods requirgttiisical existence
of the canal but can produce a model with a high level of aayura

Hydraulic structures along the canal, such as gates faanst can be mod-
eled by static relations between upstream, downstreant depehs and gates ele-
vation. Through the integration of all components it is flolesto create and sim-
ulate a given canal network. Hydraulic simulation modeéswaseful for studying
flow routing in canal networks. Many hydraulic simulation deds have been de-
veloped to study the flow behavior in canal networks baseduiomenical methods
as finite difference or finite elements (Akan and Yen, 1981y and Kawano,
1995; Szymkiewicz, 2010).

For model-based controller design it is necessary to havedehable to cap-
ture the main system dynamics. A simple analytical modelpvaposed in Schu-
urmans et al. (1995) the so-called integrator delay (ID) ehadhose simplic-
ity made it popular for canal modeling (see Figure 1.11(8&phuurmans et al.,
1999b,a). Although being a simple model, controller desigimg this type of
model is still a current research topic (van Overloop, 2006genborn et al.,
2009). Whenever more accuracy is needed, the Saint-Vegaatiens are com-
monly used to model the water flow dynamics in open water oblannThese
equations are hard to be handled and so typically a linehneesion around
an equilibrium point is used for simulation and control pases (Litrico and
Fromion, 2002). In Litrico and Fromion (2009) it is shown haw infinite di-
mension model described as an Input-Output transfer fomeglating inflows to
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Figure 1.11: Mass balance schematics for transportatitvmonks.

water depths for an open water pool is obtained. This modsesially suitable
for H,, frequency analysis.

Discrete-Time Flow Networks

In discrete-time flow networks commodities are bundled watlmmes aiming to a
better and more sustainable transport between nodes:, gitteonomical or en-
vironmental terms. The volume of cargo in a node can only gbaver time due
to the arrival of new cargo or the departure of existent césge Figure 1.11(b)).
This behavior is well captured by the mass balance prin¢gikramanian, 2012).

There are two flows crossing the networkmaterial flowfrom upstream to
downstream consisting of commodities, andrdarmation flowfrom downstream
to upstream consisting of transport demand or informatidre input for the in-
formation flow is related to the transport demand appliedhatrtetwork down-
stream nodes. For the remaining nodes, the information ffowonsidered in
terms of orders placed by the immediately downstream nodeoing to Bea-
mon (1998), models for supply chains can be categorizedfmitoclasses: de-
terministic models where all the parameters are knownhsistecc models with at
least one unknown parameter (typically the demand) thkivisla known proba-
bility distribution, economic game theory based modelsjmulation based mod-
els. The majority of these models are steady-state modsekdban average per-
formance or characteristics, hence are unsuitable to nyshaimic effects such
as demand fluctuations, lead-time delays, and sales forega®ne phenomena
that can happen in supply chains is the Bullwhip effect, wtimgy on the ampli-
fication of the demand variability while moving from a dowrestm node to an
upstream node (Forrester, 1961). The bullwhip effect iswgalue to (Lee et al.,
1997):

e demand forecasting which is often performed independaitgach node
of the supply chain considering local information;

e batching of orders to reduce processing and transportetisis;
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e price fluctuations due to special promotions;

e supply shortages, which lead to artificial demands.

First applications of classical control to supply chainesisted on modeling the
nodes as linear systems using either Laplace and Z-transfdrhe inventory and
order based production control system (IOBPCS) in the foiran ldock diagram
was proposed in Towill (1982). The model for the node, cosrsid) a single
commodity, was composed of two integrators to capture theuhycs of inventory
and backorders. The manipulated variable was the order fidie model also
included disturbances to the system (market demand) amddetays. A stability
analysis for the family of IOBPCS models is presented in Bysat al. (2006).
Extensive reviews of classical control approaches to suppins design and
operation can be found in Ortega and Lin (2004) and in Saisreteal. (2008).

In Borrelli et al. (2009) the inventory control problem at etwork node is
addressed considering decoupled integrators and addiswerbances for each
buffer. Results for multi-stage and multi-item productiogtworks taking a net-
work perspective can be found in Hennet (2003, 2009).

1.3.2 Agent and Multi-Agent Systems

Transportation networks are, by nature, complex systemgosed of multiple

partners (Rodrigue et al., 2009). Decisions taken by thesmgrs can, in some
degree, be the responsibility of a given agent. Hence, amtagés on behalf of a
given partner in the transportation network. For a moreietalefinition of an

agent, consider:

“An agentis a computer system that is situated in some environmedtjsan
capable of autonomous actions in this environment in orden¢et its design
objectives.” (Wooldridge, 2002)

An agent has the ability to sense the environment with wHiahteracts and
is able to take decisions regarding either control or diggnssues (see Fig-
ure 1.12). In case of control decisions, the agent dire¢thnges the state of the
system. The classical feedback control (aiming at the obofra single system)
can be categorized as an agent. A multi-agent system cemsiatcertain num-
ber of agents, interacting with each other, typically byrexgging information.
In order to perform successfully a task, different agentukhinteract based on
hierarchies or through negotiations such that cooper&iaohieved. Multi-agent
systems are applied to a wide variety of application domaintsproblems such
as transportation networks (Negenborn et al., 2008).

The current trend of society is to build interconnectedayst forming a net-
work composed of spatially distributed subsystems. Trartapfion networks have
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a modular structure and are composed of distinct compondntsitively, the
whole system can be broken down into smaller subsystemsmepaoents. An
agent is assigned to each subsystem to proceed with theaeiaking process
in a similar way a human would execute it. A centralized pecsige is no longer
an option for spatially distributed systems such as trartapon networks:

¢ different nodes may belong to different economical pagntrerefore not
only privacy issues arises regarding information exchamgengst partners
but also conflicting objectives can be present;

e sharing information over a spatially distributed systenymat be perfect,
due to the existing delays and in the case a fault is affe¢thiagcommuni-
cations;

e a centralized approach requires a huge amount of informadide trans-
mitted to a single point and in case of a failure all operatifor the trans-
portation network are compromised.

The transportation structural organization can be easpyasented using a multi-
agent approach. In case subsystems are owned by the samerpagents can
share information freely and have knowledge about the éub@havior of other
agents.

1.3.3 Model Predictive Control

Model Predictive Control (MPC) is a widespread feedbackmdtechnique (Ca-
macho and Bordons, 1995; Maciejowski, 2002). The MPC cdietrat each time
step formulates and solves on-line optimization probleirst Ehe controller ob-
tains the current state of the system to be controlled (sger€&il.13). Then, an
optimization problem is formulated, taken into accounttipie information: the
desired goals, the system dynamics, existing constraiiggjrbances, and pre-
diction information if available (Boyd and Vandenbergh802). After solving
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the optimization problem the solution is applied to systéii.the procedure is
repeated at the next time step in a receding horizon fashtae Mayne et al.
(2000) for an overview about stability and optimality of strained MPC.

Model Predictive Control has shown successful applicatiorthe process in-
dustry (Maciejowski, 2002). Now is gaining increasing atien in fields like
supply chains (Wang and Rivera, 2008; Maestre et al., 200&sandri et al.,
2011), power networks (Geyer et al., 2003), water distidsuhetworks (Negen-
born et al., 2009), conveyor belts (Shirong, 2010), baghanelling systems (Ta-
rau et al., 2010), and road traffic networks (Hegyi et al.,.3)00he reason for the
increasing popularity of MPC cames from the ability to deshvaard constraints,
multiple-input-multiple-output systems, and the inctrsof general optimization
criteria into the feedback design. The general optimiratiiteria can be used to
include interactions with other subsystems and/or inclarl@conomic perspec-
tive (Ferramosca et al., 2010; Angeli et al., 2012).

At present, process plants, manufacturing systems anspiatation networks
are complex systems composed of many interacting subsgstdinese large-
scale systems can be difficult to control using a centrakizedrol structure. Main
challenges are the inherent computational complexityusttess and reliability
issues, and limited communication bandwidth. For thessores, distributed con-
trol structures have been an active research field. It ishmorentioning com-
pletely decentralized structures, distributed contretems with exchange of in-
formation among local controllers and hierarchical sues (Scattolini, 2009,
and references therein). In these control structures, al@yent is assigned to
each subsystem and is responsible for determining desi¢eg. flows assign-
ment) over time. The control agent will solve an optimizatmroblem at each
time step in accordance to the MPC strategy. By using matheshanodels to
describe the flows inside transportation networks it is s $o make predictions
about the future behavior or state of the system. In tranapon networks, costs
can be associated to flows and quantities of stored comrasdithe control agent
running an MPC controller can determine which actions (#ogvs) to apply at a
given time step, in order to obtain the best performance.
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The possibility to include prediction information in thetwopization prob-
lem motivates the selection of this control strategy fotribsited systems such
as transportation networks. Through this mechanism eiffecontrol agents can
exchange information about their current and future densincreasing their co-
operation by avoiding multiple agents to answer to the saamesport need.

1.3.4 Fault Diagnosis and Monitoring

The necessity for better system performance, product tguatid productivity
lead to a continuous increase of technical process contplekinerefore, safety
and reliability become important system requirements. ritfepoto perform with
accuracy all these objectives the process control shoubdMe sophisticated com-
ponents. The complexity of these components increasesthibéault probability
increases.

A system that includes the capability of detecting, isalgtand identifying
faults is called a Fault Diagnosis and Isolation (FDI) sys{€hen and Patton,
1999; Blanke et al., 2006). Different approaches have beseldped in FDI.
One of the first was théailure detection filter which is applied to linear sys-
tems (Beard, 1971). After that, different methods and apgiies were devel-
oped such as the application of identification methods tofdlé detection of
jet engines (Rault et al., 1971) and the correlation mettaggidied to leak de-
tection (Siebert and Isermann, 1976). Some years latemé&se (1984) intro-
duced process fault detection methods based on modeliagneters and state
estimations. Model-based methods for fault detection daadgrbsis applied to
chemical processes were presented in Himmelblau (1978)irdt book about
this approach. In frequency domain, FDI is applied usingitbguency spectra as
criterion to isolate the faults (Ding and Frank, 1990). @thBI approaches are
based on residual generators, including physical or hamlwedundancy meth-
ods, or analytical or functional redundancy methods (CmehRatton, 1999):

Physical or Hardware Redundancy Methods: a traditional approach to fault
diagnosis which uses multiple sensors, actuators and coami®to mea-
sure and control a particular variable. The major problenesentered with
these methods are the extra equipment and maintenancasosat|l as the
additional space required to accommodate these equipmehts disad-
vantage increases the necessity of using other methodsr &asise and
with smaller costs;

Analytical or Functional Redundancy Methods: these methods use redundant
analytical relationships among various measured vaigaiflehe monitored
system (Kinnaert, 2003). In the analytical redundancy s&hehe result-
ing difference generated from the comparison of differemtables is called



1.4. OVERVIEW OF THIS THESIS 25

residualor symptom signalThese variables are measured signals with esti-
mated values, generated by a mathematical model of thedmresi system.
When the system is in normal operation the residual shouldebe, and
when the fault occurs the residual should be different fremozThis prop-
erty of the residual is used to determine whether or not$ddt/e occurred.

After the fault indication by FDI, the system can then be rdigured or re-
structured. The use of Fault Detection and Isolation in aolerant Control
(FTC) is very important in the active way of achieving fatdterance, by detect
and isolate the faults (Isermann, 2011).

1.4 Overview of This Thesis

Understanding the elementary components of a transponatetwork, and the
relations amongst neighbor components, is the inspirat@ofind procedures to
solve locally a transportation challenge which can after deesily scaled to a
large-scale transportation network.

This was the adopted perspective while developing thisglresit becomes
clear in the following topics:

Modeling:

e concerning water conveyance systems, efforts were dexeltpin-
clude boundary conditions of flow or water depth type in thedeto
proposed. This feature allows the construction of simusator typi-
cal configurations: irrigation or drainage networks;

e concerning the transportation of cargo, each node insiel@dtwork
has information about cargo properties within it. This mf@ation can
be used to support a wise cargo assignment to the availaoigptort
capacity at its disposal such that the overall goal of thesjpartation
network — deliver commodities at the agreed time and at tmeeag
location and at the right quantity — is fulfilled;

Fault Diagnosis: if the variation of thestoredamount of commodities along the
link can be neglected, when commodities are being transgdretween
nodes, then what leaves the source node should be delivahedeand node.
If this statement does not hold then commodities are beitigeded to the
surroundings along the link or the information regarding $istem state is
wrong due to the presence of sensor faults;
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Network Operations: transportation networks move commaodities to respond to

some transport need, that can be posed as a consumptiondiéanvater
supply or final goods) or as a service to be provided (moveogatgliver
mail). In each case, for a vertically integrated networkk$ are used to
move commodities to respond to the transport need. A wiseehmn-
cerning the sequence of links to move commodities offersuaistec, with
low computational effort, that can fulfil the transport need

Node Operations: transportation networks problems can also be seen from a

node perspective. This is the case whenever a horizonegration is

present, that is to say, economical agents are owned byeafffeompa-

nies. The node, a static component of the network, can haeetare role

if it possess information regarding the cargo, final desiomeand due time,
for example. With this information, the node can assign @angadvance
to the transport capacity in what is calleghashof cargo towards the final
destination instead of waiting for some partneptdl the cargo out of the
node.

The road map for reading this thesis is presented in Figu4. 1t is suggested
to read first Chapter 2 and Chapter 3 related to modelingpgatetion networks.
Chapter 4, dedicated to fault diagnosis, can be read as efapter for readers fa-
miliar with transportation networks, in particular watenveyance networks. Op-
erations management methodologies presented in ChapterGraapter 6 should
be read after Chapter 3. Conclusions and future researettidins are addressed
in Chapter 7.

1.4.1 Thesis Outline

¢ In Chapter 2 a discrete-time state-space model able to capture the dgsam

of water flow in canal pools is proposed. The model has asopiatifeature
the ability to use either flow or water depth boundary cond#i The model
ability in capturing the backwater, transport delay, andvflcceleration
has been validated using real data from an experimental.céha model
is the basic component to support the construction of sitorddor water
conveyance systems such as irrigation and drainage network

In Chapter 3 models for capturing the dynamics of discrete-time flow net-
works are proposed based on volume conservation per cortynothe
chosen perspective is from a manager perspective, eithérdavhole net-
work or the node, leading to the interest on working with ager values
per unit time, that is to say average flows. Cargo is categdriaking into
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Figure 1.14: Road map for reading the thesis.

account time unvarying and time-varying properties, sichral destina-
tion and due time to destination, respectively. For gengeaisportation
networks a decomposition scheme based on flows to obtairesraabsys-
tems is proposed.

¢ In Chapter 4 a multi-agent architecture for fault diagnosis in transgion
networks is proposed. The main system is broken down intdiensab-
systems. An agent is assigned to each subsystem, runnigjstrduted
Fault Isolation (DFI) algorithm to proceed with fault diaggis. For water
conveyance systems the Sensor Fault Isolation (SFI) #hgoffior fault di-
agnosis of water depth sensors is proposed. The water camve\system
is broken down to smaller subsystems composed of a canalgmabthe
downstream gate. An agent is assigned to each subsystemmguhe DFI
and SFI algorithms, for fault diagnosis. The multi-agerh#ecture for
fault diagnosis in water conveyance systems was testecssiodly with
data from an experimental canal.

e In Chapter 5 a multi-agent heuristic for operations management at trans
portation networks following @ush-pullflow perspective is proposed. A
control agent is assigned to each subsystem of the netwdr&.ofder by
which control agents solve their problems depends on thgesaus input
location and the structural layout of the network. Congdctommodi-
ties sets are proposed to reduce the computational corhpietxen several
commodity classes are present.
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e In Chapter 6 operations management at transportation networks are ad-

dressed from a node perspective. The node objective is ipnasargo to
the transport capacity available such that cargo can aativke final des-
tination at the agreed time. Transport capacity is offersithgi different
transport modalities. First, an MPC scheme for sustainadtesport modal
split is proposed. Then, a constrained MPC to follow a ddsiransport
modal split is proposed. The cooperation amongst nodegnmstef using
the available transport capacity is also addressed.

e Chapter 7 summarizes the results of this thesis and outlines dinestior
future research and work;

e Appendix A presents a brief description of the canal networks libragy d
veloped for project PTDC/EEACRO/102102/2008 - AQUANET paped
by the Portuguese Government, through Fundacao pararei@ié a Tec-

nologia.

1.4.2 Thesis Contributions

The thesis contributions are divided in three main areasnagleling; ii) fault
diagnosis and monitoring; iii) and operations management.

Modeling

The contributions of the research described in this thesiespect to modeling
transportation networks are the following:

e a discrete-time state-space model based on the lineanzatid discretiza-
tion of Saint-Venant equations has been proposed in NalmsBatto
(2013) (see Chapter 2).

¢ aflexible and scalable framework for modeling large-scatewtransporta-
tion networks has been discussed in Nabais et al. (2011).ligapipn to
the simulation of large scale drainage and irrigation netwbas been dis-
cussed in Nabais et al. (2012) (see Chapter 2).

e a systematic and scalable framework for modeling disdrate- flow
transportation networks following a flow perspective hasrberoposed
in Nabais et al. (2012c) (see Chapter 3).

¢ the code developed for modeling water conveyance netwakdhben or-
ganized into a library in Nabais and Botto (2010) (see AppeAjl
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Fault Diagnosis and Monitoring

With respect to fault diagnosis and monitoring the follogvsontributions result:

e a multi-agent architecture for fault diagnosis in transgiion networks able
to isolate either an outflow to the surroundings or a faulbhwitpact on flow
estimation is proposed (see Chapter 4).

e a multi-agent architecture for fault diagnosis in watenayance networks
able to isolate lateral outflows, gate obstructions and dtream water
depth sensor faults has been proposed in Nabais et al. (RQ8e3bChap-
ter 4).

e a fault accommodation framework for a downstream watertdsensor in
water conveyance networks has been proposed in (Nabais2d52a) (see
Chapter 4).

Operations Management in Transportation Networks

The contributions of this thesis in respect to operationsagament in transporta-
tion networks are the following:

e a multi-agent heuristic following push-pullperspective for transportation
networks has been proposed in Nabais et al. (2013a) (sedeZAp

e a constrained MPC scheme to achieve a desired transportl rejplttaat
intermodal hubs bas been proposed in Nabais et al. (2018=sapter 6).

e a multi-agent system to support cooperative relations gnt@minals at a
seaport has been proposed in Nabais et al. (2013f) (see&Zitgpt
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Chapter 2

Modeling Continuous-Time Flow
Networks

This Chapter considers continuous-time flow networks. IatiSe 2.1 a quick
overview of the transport phenomena with application to gadfic, and pres-
surized water networks is presented. The case of water gange networks by
gravity is discussed in detail in Section 2.2. The main congmds of a water con-
veyance network, canal pools and node structures, arerpeesien Section 2.2.1
and in Section 2.2.2. Initialization algorithms for steadgte configurations are
given in Section 2.2.3. The discrete-time state-space hvatlethe ability to ac-
cept either flow or water depth boundary conditions is predas Section 2.2.4.
The model is validated using experimental data from a can@gction 2.3. Sim-
ulation studies, concerning storm water and tides impactah irrigation and
drainage network configurations are presented in Sectin 2.

Parts of this chapter have been published in Nabais et al1(20012) and
in Nabais and Botto (2013).

2.1 Transport Phenomena

Many of the physical processes and events in Nature can lelolss using func-
tions with two to four independent variables — typicallye@rspace variables

y, andz, and a time variablé*. Consequently, any relation between a function
f(z,y,2,t) and its derivatives with respect to any of the independeritibkes
will lead to a partial differential equation (Stepheson8@p Many of the par-
tial differential equations, when only two independentialles are present, are

1For the sake of interpretation, in this Section the commdatian in the different application
domains is used. Some overlapping notation coexist withratbctions of this thesis, the notation
presented in Section 2.1 is only valid within it.

31
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special cases of the general linear homogeneous equatecahd-order, namely

P f ’f  Of of , of
2 2d— + 2e— = 2.1
aax2+ b6x0y+ P +da + ay+hf 0 (2.2)
wherea, b, ¢, d, e, andh can be constants or functions:ofandy. Note that the
form of (2.1) resembles that of a general conic section,

az? 4 2bry + cy® + 2dx + 2ey + h =0 (2.2)

There is a similar classification for the partial differehgquation (2.1) and say
that it is of:

Elliptic Type: whenac — b > 0;
Parabolic Type: whenac — b? = 0;

Hyperbolic Type: whenac — b* < 0.

Conservation laws arise from physical principles. Ldte the distance along
an axis,p(z, t) the density at point and timet, v(x, t) the velocity at point: at
timet, andE(x,t) the energy at point at timet. Commonly, conservation laws
are expressed as partial differential equations:

Mass Conservation:

Op  9(pv)

BT 9 0 (2.3)

Momentum Conservation:

O(pv)  9(pv* +p)

ot Ox =0 (2.4)

Energy Conservation:

oFE n ov(E + p)

e o =0 (2.5)

Note that these equations include the presguvghich must be defined as a func-
tion of p, pv, and E in order that the fluxes are well defined functions of the
conserved quantities. Consider the veatar R?,

p( 7t> Uy
u(z,t) = | plx,t)v(z,t) | = | us (2.6)
E(x,t) U3
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then equations (2.3)—(2.5) can be written compactly as,

ou  Of(u)
D + S 0 (2.7)
where
pu U2
fwy=1 p*+p | =| ud/us+p(u) (2.8)
v(E +p) ug (uz + pu)) /uy

The mathematical representation of a physical phenomeiagoaytial differ-
ential equation and a set of boundary conditions is said twdleposed or well
formulated provided two criteria are satisfied (Stephe686):

¢ the solution should be unique, since the experience fronredd such that
a given set of circumstances leads to just one outcome;

¢ the solution obtained should be stable, in other words, dlsihange in
the given boundary conditions should produce only a comegimg small
change in the solution.

2.1.1 Traffic Networks

Consider the flow of cars on a highway. Letdenote the density of cars (in
vehicles per mile, say) andthe velocity. In this applicatiory is restricted to a
certain range) < p < pmax, Wherep,., is the value at which cars are bumper to
bumper. Since cars are conserved, the density and veloasy Ime related by the
continuity equation (LeVeque, 1992),

dp 9(pv)

BT + e 0 (2.9)
In order to obtain a scalar conservation law foalone, it is assumed thatis a
given function ofp. On a highway, cars can be driven at the speed lipit,,
but in heavy traffic they slow down, with velocity decreasasydensity increases.
The simplest model is the linear relation

U(p) = Umax (1 - p/pmax) (210)

At zero density (an empty road) the speedis,, but decreases to zero as
approachep,,... Using this in (2.9) gives

dp | 9f(p)
ot + ox

=0 (2.11)

where
f(p) = Prmax(1 = p/Pmax) (2.12)
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2.1.2 Gas Networks

The gas flow in a pipe is governed by the Euler equations soppited by a suit-
able equation of state. Letdenote the gas density,the flow velocity, andy

the pressure of the gas. In several situations, it can bereska nearly constant
temperaturd’ = T of the gas (e.g. if pipes are beneath the ground). In such a
situation, an isothermal flow is an appropriate model. Asagrideal gas behav-

ior, the Euler equations reduce to the continuity and the erdom equation. The
flow on each pipe of the network is modeled as (Fugenschulb, €089)

dp | 9 (pv)

o or =Y 19
d(pv) O(pv*) Ip oh A
o " or Tar = o eIl (214)

The two terms on the right-hand side of (2.14) describe tHaence of gravity
and friction. Herey is the acceleration constar% is the slope of the pipe\
is the pipe friction valueD is the diameter of the pipe. The friction factdris
implicitly given by the Prandtl-Colebrook law,

1 2.51 z
— =—2lo + 2.15

with the Reynolds numbeke = Dp|v|/n, wheren is the dynamic viscosity of
the gas, and is the roughness of the pipe.

This system of partial differential equations has to be detep by initial,
boundary and coupling conditions across the whole netwbhk. objective func-
tion can be the minimization of fuel gas consumption of thenpessors, which
in turn are described by further highly nonlinear functions

2.1.3 Pressurized Water Networks

Commonly water supply networks refers to pressurized wagérvorks. Due to
the incompressibility of water, pressupecan equivalently be expressed as an
elevation difference (Fligenschuh et al., 2009)

A =2 (2.16)

whereg is the gravity constant andis the water density. In water management,
pressure is therefore often measured by the elevation adsavéevel, called the
headh, which is the sum of the actual geodetic height and the atavdifference
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corresponding to the hydraulic pressure. For this kind dfvogk, the governing
equations in all pipes are the so-called Water Hammer eansti

oh % dq,

ot oioe = ° (2.17)
0qc oh qelqel

BT +9A% = )\QDA (2.18)

where(h, ¢.) is the state vector consisting of the piezometric head aadi®v,
¢, is the speed of sound in the pipé,and D are the cross-sectional area and the
diameter of the pipe. The term on the right-side of (2.18) et@the friction. As
for gas networks, the friction coefficientis implicitly given by (2.15).
Analogously to other networks, conservation of mass andistency of the
pressure head are the coupling conditions. The objectivetifon can be related
to the minimization of energy consumption of the pumps ariilfng the client
demands.

2.2 Free Surface Water Flow

Since water source is not always close to the end users,ithiétre need to create
an efficient system, or network, to execute the water comay.a For energy

reasons the water flow is provided by gravity. Water convegametworks are

complex systems spatially distributed. As other netwoaksy water conveyance
systems can be represented as a geaph(V, £), where) stands for nodes and
& stands for links (Ahuja et al., 1993). The nodes establishriteraction among
different links and can be for example reservoirs, gatesammabination of both.

The link between nodes is accomplish by the water transgpamtalement — the

canal pool.

2.2.1 Canal Pool Dynamics

The mathematical model of the water canal is derived basefitsirprinciples
physical relations applied to an hydraulic control volureeg Figure 2.1). The
derived set of equations is known as the Saint-Venant espsa(Akan, 2006),

0Q(x,t) Y (x,t)
Ox ot

) +g- Az, t) - (Se(z,t) — So(x)) =0  (2.20)

+ B(z,t)

=0 (2.19)

0Q(x,t) 0 [(Q*(x,t)
ot oz < Az, 1)

whereQ(z, t) is the flow,Y (z, t) the water depthi3(z, t) the wetted cross-section



36 CHAPTER 2. MODELING CONTINUOUS-TIME FLOW NETWORKS

O(xit)
\
\

X

:ﬁii}/\i"

Figure 2.1: Free surface water flow on a canal pool.

top width, A(z, t) the wetted cross-section aregethe gravity acceleration; the
longitudinal abscissa in the flow directionthe continuous time$,(z) the bed
slope andS;(z, t) the energy gradient slope that can be accurately approa@nat
by the following Manning-Strickler empirical formula,

P(z, t)4/3

J(z,t) = K2A(x,t)10/3

Q(z,1) |Q(x,1)] (2.21)
where K is the Manning-Strickler coefficient anbl(z, t) is the wetted perime-
ter. The Saint-Venant equations are partial differenttplations of hyperbolic
type with unknown analytical solution. The equations areviam for being able
to capture the process physics, namely: backwater, wanslétéon, wave attenu-
ation and flow acceleration. To solve the hyperbolic probiesrequired to use
additional information imposed at its limits. These cormhs are divided into:

Initial Conditions: provide information about the flow and water depth functions
at the initial timet,. The flow can be categorized as:

¢ uniform flow, when parameters do not vary along canal axiaune
form when parameters vary in space;

e steady flow, when parameters do not vary in time, and unsteaédn
parameters vary in time.

In this work, nonuniform unsteady flowg assumed. An interesting situa-
tion is to considegradually varied flow This is characterized for steady
conditions, which means that all time derivatives are z&d(t) = 0. In
this case the Saint-Venant equations are reduced to araoydiifferential
equation,

dQ(x)

= 0
dx
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dY(x)  So(w) — Si(z)
dr ~ 1—F2(x) (2.22)

whereF; is the Froude number. The Froude number captures the ratio be

tween inertial and gravity forces$;, = % with the wave celerity' = / g%

and average flow velocity across sectibn If also uniform flow is to

be imposed, no variations along canal axis, it is only nensgs® solve
Se(x) = So(x). The water depth found is also known as the normal depth
Y. For different downstream water depth conditions, difféteackwaters
are generated (see Figure 2.2);

Boundary Conditions: provide information imposed at physical boundaries of
the considered domain of solution. For canal pools it cpwasds to the up-
stream and downstream ends of the canal pool. Partial eliffed equations
of hyperbolic type describe the transport phenomena byudagtthe two
waves present in the pool dynamics whose velocitie¥areC andV; — C'.
Depending on the relation between the dynamical and inestiacities,
captured by the Froude number, the flow can be categorized as:

e subcritical flow: forF, < 1, this type of flow designated as fluvial is
characterized by relatively large water depths and smaiisfland can
be found at the river downstream. The wave celerity excdeslfidw
velocity, so any flow disturbance at the considered canal fpaeels
both directions;

e critical flow: for F, = 1;

e supercritical flow: forF, > 1, this type of flow designated as torrential
is characterized by relatively small depths and large flond ean
be found at the river upstream. The flow velocity exceeds theew
celerity, so any flow disturbance at the considered candltpals in
one direction solely: downstream.

In this thesis, only subcritical flow is considered, thatassay F, < 1.

The characteristics present in the partial differentialagtpns of hyper-
bolic type can help in defining the boundary conditions ndeesolve
the problem and the following rule is valid: “at every boundaf the con-
sidered solution domain it is necessary to impose as manyi@ua con-
ditions as many characteristics enter the solution dorraim this bound-
ary” (Szymkiewicz, 2010). For a canal pool with subcritifialv it is nec-
essary to impose one condition at each end. The boundarjticoncan be
imposed either in flow or in water depth. The water depth bamndondi-
tion is associated with a connection to a big water reseri@irexample a
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Figure 2.2:Backwater for some downstream water depths with a nominaldfoQ, =
0.020 m3/s.

lake at upstream or the ocean at downstream. The flow boudadition
is associated to hydraulic structures, for example a gatenater pump.

2.2.2 Nodes
Modeling Junctions

Hydraulic conditions at a network junction can be descrimgdquations of mass
and energy conservation. Assuming no change in the volunveatér stored
within the junction, the continuity equation at a junctiarrhed by the parent
canali and the branchesandk can be written as (Sen and Garg, 2002),

Qi=Q; +Qx (2.23)

and if the flows in all branches joining at the junction aregiilzal, the equa-
tion of energy conservation can be approximated by the katensompatibility
condition (Akan and Yen, 1981),

Yi=Y; =Yk (2.24)

Gates

The water depth and flow in water conveyance networks is lyscahtrolled by
hydraulic structures known as gates. Gates can be catedag&overshot gates,
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with the flow over the gate, or undershoot gates, with the flodeu the gate (see
Figure 2.3). Only considering free flow conditions for thetftype and submerged
flow conditions for the last one the gate flows are respegtii@haudry, 2008),

Qe = Cg-Lg-/29(Yy—Yy)? (2.25)
Qe = g Ag-/29VYu =Y (2.26)
wherec, is the gate flow coefficientd, is the gate submerged orificg, is the

gate top width,Y;, Y3 andY, mean upstream water depth, downstream water
depths, and gate elevation respectively.

Qg
Yy
Yg
&‘\T
Yy
(a) Overshot gate. (b) Undershot gate.

Figure 2.3: Typical gate configurations used in water coaneg networks.

Reservoirs

Reservoirs are a type of conection between links when ceraite storage ca-
pacity is available at a location of the water conveyancevot. They exhibit
an integral behavior and the water deptht the reservoir can be modeled by the
following difference equation (Ogata, 1995),

(k1) = h(E) + (k) = () 2.27)

wheret, means the sample timé, the superficial areay; the inflow andg, the
outflow. An improvement is to consider that the integrationstantA; is time-
varying, more specifically it is a function of the water degdthpractice, this is the
case of a river being partially blocked by an hydraulic stnoe and the superficial
area rises with the increase of water depth. In this casew#ter depth at the
node is given by

ts ts
m%(k) - m

2Here upstream and downstream are relative to the gate.

h(k + 1) = h(k) + (k). (2.28)
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2.2.3 Initialization Algorithms

In a steady configuration, with no time derivatives, the S&Bnant equations are
simplified to the ordinary differential equation (2.22), ialn corresponds to the
gradually varied flow. The backwatéf(z) can be obtained from (2.22) if the
nominal flow@, = Q(L,0) and downstream water depty(L) = Y (L,0) are
given (wherelL is the canal pool length).

The steady-state parameters over the network have to berile¢el from the
known boundary conditions. The complexity of this task deseon the network
configuration. Typically the upstream inflow and downstreaater depths are
known for the entire network:

e for a single canal without hydraulic structures, the probles solved
straightforward from downstream to upstream intercagptive pool back-
water (2.22) with mass (2.23) and energy (2.24) consenvatipations;

e for a single canal with hydraulic structures used to sepacahal pools,
instead of (2.24) equations (2.25) and (2.26) are used.tidddi informa-
tion is required, either the gate elevation or the water ld@pmediately
upstream the hydraulic structure;

e for drainage networks the flow in each canal is known due tangtevork
convergent nature and the procedure is similar to a singlel@pproach.
Iterations are needed if some loop is present in the network;

e for irrigation networks, it is more challenging to determitne steady-state
parameters due to the divergent nature of the network. Thedlong the
network is unknown and the solution is achieved through gatexiterative
procedure.

The backwater computation in a canal pool is categorized ame of two
categories (Naidu et al., 1997),

Initial Value Problem (IVP): refers to the solution of (2.22) usin@,, Yo(L));

Boundary Value Problem (BVP): refers to the solution of (2.22) using speci-
fied upstream and downstream water deptg0), Yo(L)). The shooting
method can be used to overcome this problem. Using this rdetieoBVP
is solved as an IVP with iterations until the upstream waggtd is inside a
predefined tolerance. The flow updd)&™! is done using a simple extrap-
olation,

Y5(0) = Y*(0)
Y*1(0) — Y*(0)

Qk—i—l — Qk + (Qk—l o Qk) (229)
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The network nodes can be categorized as type | or type Il (Neti@l., 1997):
Type | Node: requires the solution of a BVP after the determination of B;IV

Type Il Node: whenever the BVP requires the solution of a group of canals.

The Boundary Value Problem for a Group of Canals (BVPGC)tstaith the
solution of a IVP for a given canal that defines the upstreatem@epth. This
value will be used to solve the BVP of the canal sharing theesapstream node.
After the solution of the BVP the canal flow is determined alydcbntinuity
conservation the node inflow is computed. Then the IVP canppdieal to the
node upstream canal. The procedure continues until a notigefil is found,
where typically the energy equation should be verified.

The node classification is uniquely determined across th&ank and plays
an important role in terms of computation efficiency. A goathyto determine the
steady-state configuration over the network should be ahérted before starting
computations in particular the starting node. Parameteth@number of canal
pools in the network, number of longitudinal sections intoietr a canal pool is
divided, the number of type Il nodes and the number of loophénalgorithm
for computing the solution affects the computational éffoFor a given node
the number of nodes of type | and Il on the right and left side@unted. The
solution should start from the side with the higher numbetype Il nodes, and
in case of a draw the side with more type | nodes should be ohd&du et al.,
1997).

2.2.4 Discrete Time Model

In the case of nonuniform unsteady flow, solving numerictily partial differ-
ential equation requires a time and space discretizatiomo dpproaches are
valid (Litrico and Fromion, 2009):

Hydraulic Approach: in this classical approach the equations are first dis-
cretized and then the nonlinear terms are approximateds [€ads to a
time-varying representation for the system and requiresréisolution of
a set of algebraic equations, for instance through the géned Newton
method,;

Control Approach: in this approach the equations are first linearized around a
stationary configuratio(t)y, Yy(L)). After this, equations are discretized in
time and space leading to a linear time invariant stateespgaresentation.

For control purposes it is recommended to work around a gtstade with
a linear model. To accomplish this the Saint-Venant equoatiare first lin-
earized around an equilibrium point and only then disceetiZquations (2.19)—
(2.20) are linearized around a nonuniform steady-statégumation defined by
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Figure 2.4: Interpolation using tH®x scheme

(Qo, Yo(L)). Itis convenient to introduce deviation variableandy from a ref-
erence value for flow and water depths, respectively:

Qa,t) = Qx,0)+qla.t) (2.30)
Y(z,t) = Y(2,0)+ y(z,1) (2.31)

To help future analysis it is useful to consider the crosa deviation as(z, t) =
By(z)y(z,t) and the state-space vectfz,t) = [ q(z,t) a(x,t) ]T. The lin-
earized Saint-Venant equations can be expressed in tlesgtate form as fol-
lows,

615 %X(as,t} + C(x)x(x,t) =0 (2.32)
where matrices!, B(x) andC(z) are defined in Litrico and Fromion (2009).

The Saint-Venant equations discretization is done overdaafrspaced lines,
horizontal for time and vertical for space, whéke is the spatial mesh dimension,
At is the time stepd and¢ are weighting parameters ranging frono 1, % is the
time step index andis the cross-section index (see Figure 2.4). A functionevalu
f and its partial derivatives inside a grid square are caledlfrom the square
node values according to,

flat) = O[ofiy + (1 =0) ]+ (1= 0) [off + (1 - 9) f] (233)

x(z,t) + B(z)

af o fil:-—’_ll B fz’k+1 7,+1 zk
af o fz'lfi-—"_ll B z']fi-l fik+1 - fzk
T G (@t) = o7 A (1= 9) T (2.35)

For¢ = 0.5 it corresponds to the Preissmann method. Changimgans moving
the evaluation pointin time. The state vector for two con$ige sections is fourth
dimension with both upstream and downstream flow and areatdw®yv, x(k) =
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[ ¢ af of, } Applying (2.33)—(2.35) to equation (2.32), after some

manipulations, the following matrix representation isabhéd,

ai;r a1 B qul bir by B qzk
Q12 Q22 akH + bia b le _
a13  Aa23 qffll bis  bos C_Ifﬂ B
A14  G24 afjfll biy Doy leﬁrl
{ w11 Wa }T { qz off } (2.36)
W12 W2 qz 0 f f

wherea;;, b;;, w;; are corresponding scalars aq(q is the lateral outflow be-
tween sectionsandi + 1 at time stegk. The state- space representation describes
the pool dynamics between two adjacent sections. To obt&nrtodel corre-
sponding to a canal pool divided int¥ reaches it is necessary to ude+ 1
sections leading te( N + 1) variables. The state-space vector for a canal pool is,

x(k) = [ a(k) ai(k) qz(k) ax(k)
an(k) an(k) an+1(k) &N+1(k)] (2.37)

and has dimensio2(/V + 1). The first two and the last two equations are related
to the upstream and downstream boundary conditions, regglgc As the flow

is considered subcritical, one boundary condition for eawthis introduced. The
boundary conditions imposed to a canal pool are relatecetadke the canal pool

is linked to. Three boundary conditions are possible:

Flow Boundary: the water flow is imposed by a hydraulic structure typically
a gate or a pump. The boundary condition can be written as ¢**!
which means the model command signal is the next flow valuendtrix
description this is equivalent to,

[1 o}{i{i}ﬂo o}{gﬂzu (2.38)

Water Depth Boundary: a similar approach is done for the water depth bound-
ary condition written as, = 3**!, so the model command signal is the next
water depth value. In matrix description this is equivatent

[0 1]{31,:1} +[o0 o}[ak} Bju (2.39)

Hydraulic Structure Boundary: is used when there is an interest in obtaining
a linear model for the subsystem composed of a canal pool aies.gFor
steady-flow conditions, the gate equation can be generiaaitten as,

Qg = [ (Yi,Ya, Yp) (2.40)
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A linearized version of (2.40) is,
q= kuyu - kdyd + kgyg (241)

the lower case means deviation variables and the numepne#ficent are
deﬂ_ned as, = v kg = A andk, = ov; Discretizing in time and
writing for sectioni,

s . qr
- _]L;m } +[ -1 3] [Qz}z—myw@yg (2.42)

whereAyy = y4 ™ — y% andAy, = yatt— .
After adding the boundary conditions, the linear disctetes state-space
model is given as,

x(k+1) = Ax(k)+ Byu(k) + Bad(k, k — 1) (2.43)
y(k) = Cx(k) (2.44)

wherex is the state-space vectar,is the outputu is the model inputd is the
state-space disturbance in flow or lateral outflowws B,, B4, andC are state-
space matrices.

Parameter Analysis

The model is dependent on the discretization parameteds Uibe use of numer-
ical methods for simulation can introduce numerical oatidins and diffusion,
which at the worst case, can lead to instability. Numerioathads are also known
for introducing non physical dynamics which are similarthe process dynam-
ics. Understanding the physical process and the disctietizgechnique is vital
to identify nonphysical behavior in the solution (Szymkiezy 2010).

The canal pool model for proceeding with parameter analyass built with
the following nominal parameterst. =35 m, N =20, Az = % ¢ =0.5 and
0 = 0.5, At is such that”, ~ 1, whereC, means the Courant number defined as,

C, = (Co+ Vo) 2—; (2.45)
wherelj is the nominal flow velocity. The Courant number can be seethes
ratio between kinematic and numerical velocities.

Time Step: the time stepAt, is one of the grid dimension parameters. Reducing
it means that the numerical solution is calculated fastan the dynamical
velocity. As a consequence the Courant number is reduceglurd-2.5



2.2. FREE SURFACE WATER FLOW 45

water depth deviation [m]
water depth deviation [m]

0 1L 12L 3/4L L 0 1L 12L 3/4L L
canal axis [m] canal axis [m]
(a) Upstream positive flow step. (b) Downstream positive flow step.

Figure 2.5: Wave propagation for different time steps.

shows the water deviation along the canal pool at a given sitep after
applying a positive flow step as a boundary condition. Thiedght Courant
numbers tested ar€}, = [ 1 1.22 1.5 |, equivalently with time step
At =1[0.835 1.02 1.25 |. The system exhibits nonphysical oscillations
that are not damped when changing the sample time. Time btmdds
not be used as a tunable parameter. It must be chosen to legotinant
number close to unity in order to have similar resolutionnmet and space.
Reducing the time step does not improve the numerical swoluti

Preissmann Parameters:a centered scheme in space is used, which me¢ans
0.5. Only the interpolation parameter in tindeis changed. The centered
scheme is known to be unconditionally stable for 0.5 (Szymkiewicz,
2010). The following values were testéd= [ 0.5 0.6 0.8 ]. Figure 2.6
shows the wave propagation when a positive flow step is apptithe pool
upstream and downstream ends, respectively. The effent#asing the
f parameter is similar: numerical oscillations are eliméabat the cost of
introducing numerical diffusion. This interpretation daconfirmed in the
frequency response for the upstream flow input (see Figiie Zhe first
natural frequency is kept almost unchanged while the hiffeguencies
are damped. Although this parameter allows the eliminadfomumerical
oscillations, it can introduce too much diffusion in the rebdFigure 2.8
and Figure 2.9 shows the water depth and flow profiles aftelyaqgpan
initial condition in water depth at half pool length;

Space Step:the space ste@\z, is related to the number of reach€sconsidered
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Figure 2.6: Wave propagation for differehtvalues.
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Figure 2.7: Frequency response for differémalues.



2.2. FREE SURFACE WATER FLOW

water depth deviation [m]

flow deviation [m3/s]

0.06-

0.05

0.04-

0.03

0.02-

0.01-

0

—0,
N
—- 05

-0.01-

—0.020

i 1L 3L
canal axis [m]

(a) Initial condition in water depth.

0.06

0.04-

0.02-

L

water depth deviation [m]

47
0.06-
p—
-0
0.05 - =03
0.04-
0.03

0.02-

0.01-

0

-0.01-

0% 1 2L 3L
canal axis [m]

(b) Water depth profile gt = 5.

Figure 2.8: Water depth response to an initial condition.

-0.02r

-0.04f

—0.06O

1) L 1/ éL 3/ ‘4L
canal axis [m]

(a) Initial condition in flow.

L

flow deviation [m3/s]

0.06-

0.04-

0.02-

L

-0.02r

-0.04f

~0.06 1L 2L 3/aL

canal axis [m]

(b) Flow profile atk = 5.

Figure 2.9: Flow response to an initial condition.

L



48 CHAPTER 2. MODELING CONTINUOUS-TIME FLOW NETWORKS

It
TN
[ev]eslen)

water depth deviation [m]
water depth deviation [m)]

0 1L 2L 3/4L L 0 1L /2L 3/4L L
canal axis [m] canal axis [m]
(a) Upstream positive flow step. (b) Downstream positive flow step.

Figure 2.10: Wave propagation for differeNtvalues.

in a canal pool. Assuming an uniform space step parameisrpitctical

to useAzr = % If more resolution in the canal pool is desired this is the
parameter to change, through the increase in the numbenoiies. The
space step is a constraint to the capacity of representiadjesmvaves as
well as more abrupt changes in water profile. Figure 2.10 shbe wave
propagation when a positive flow step is applied at the dawast and
upstream pool ends. Establishing theparameter is a tradeoff between
model accuracy and model complexity.

Discrete-Time State-Space Model Summary

The main guidelines to tune the canal pool model parametergrasented bellow:

¢ the time step should be tuned to maintain the Courant nuifipes a%
close to unity. This is the same to say that the space and gsw@ution
should be equivalent;

e for the Preissmann paramete¢s= 0.5 is imposed following the centered
scheme that is known to be unconditionally stable/for 0.5. In particular,
# should be choseé > 0.5 to introduce numerical diffusion to eliminate
numerical oscillations introduced by the numerical methedd. A com-
mon value i9) = 0.6;

e the number of cross sections considefédets the dimension of the space
step and should be a compromise between computation effdrtrendel



2.3. EXPERIMENTAL RESULTS IN FREE SURFACE FLOW 49

0.65;
—Y,

0.67 " L St -

0.05, \\
N %-%\
;| NN
£ -0.05 W

L
3/4L 120
1/2L
; ; ; ; /4L 60
30 60 90 120 30

time [s] canal axis [m] 00 time [s]

0.55

water depth [m]

‘ d :
\
|
|
\
- L
.
N
o
|
|
\
water depth deviation [m]

0.5

0.45
0

(a) Water depths at both ends. (b) Space and time evolution.

Figure 2.11: A canal pool with negative step flows at both ends

accuracy. It is important to be aware that the minimum way#wad is
equal to twice the space step;

¢ the Manning hydraulic coefficient can be defined using expental data if
available.

Using the same parameters for a canal pool, Figure 2.11 sihetsne evolution
of the upstream and downstream water depth deviations {gaeeR2.11(a)) and
the overall water depth deviation over time for the canall fe®e Figure 2.11(b))
when negative flow steps are applied simultaneously at buth.e

2.3 Experimental Results in Free Surface Flow

2.3.1 NuHCC Canal

The experimental automatic canal property of Hydrauliat @anal Control Cen-
ter (NUHCC) from theEvora University in Portugal is located in Mitra near
Evora (Rijo, 2003). The canal is built with trapezoidal sact(with 0.15 m bot-
tom widthb and1 : 0.15 side slopem), a maximum height 0.9 m, 145 m
length and an average longitudinal bottom slope abalitl5 (see Table 2.1 and
Figure 2.12). The canal works in closed loop to avoid watdiage, and the
return flow to the reservoir is secured by a second canal. Tdternis pumped
from the lower reservoir to the higher reservoir by two pumple canal inflow
is controlled by an electrical MONOVAR valve located dowesin the higher
reservoir. The facility was designed for a maximum flow@fo0 m3/s.



50 CHAPTER 2. MODELING CONTINUOUS-TIME FLOW NETWORKS

Figure 2.12: NuHCC water canal propertyl'ixfora University.

Uy

Figure 2.13: Schematics of the NuHCC water canal.
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Parameter Pooll Pool2 Pool3 Pool4

L m] 0.7 35 35 35.2

So 0.0016 0.0014 0.0019 0.0004
n[m-/3s] 0.015 0.015 0.015 0.015
b[m] 015 015 015  0.15

1:m[m] 1:0.15 1:0.15 1:0.15 1:0.15

Table 2.1: NUHCC canal parameterfsrfieans the pool length, amdis the Man-
ning roughness coefficient).

The automatic canal is divided into four pools by three usket gates and
an overshot gate (vertical), this one located at the dowastrcanal pool (see
Figure 2.13). The experimental canal can be used in diftesteactural configu-
rations if the undershot gates are totally opened. This ivesypossible to interact
with the facility using a canal composed of a single pool, p@ols or four pools.
Upstream each gate there exist an offtake, equipped withwarfieter and an
electrical butterfly, to allow water user extraction, andctiiarges into the return
traditional canal. Float and counter-weight level sensoesdistributed along the
canal axis, three in each pool, allowing for water depth rnuoimg. The interac-
tion with the canal is made by imposing the inflei,,, four gate positiong/;,
and four offtakesl; at each canal pool end. The outputs can be the downstream
water depths per canal pob.

The experimental facility is monitored and controlled tngb a network of
6 PLC (Programmable Logic Controller): five local PLC (one gate and one
for the inflow) and one central master PLC. Data acquisitimhdigital-to-analog
conversion are executed locally at each PLC. The local Plstgasd to gate re-
ceives information from the center and downstream watethdegt pool and the
upstream water depth at paoct 1. All local PLC are connected through a MOD-
BUS network (R3885) to the master PLC which communicates to the SCADA
computer using a serial port R® interface. Recently, a SCADA-Controller
Interface application allowing interaction with the fatsilthrough different envi-
ronments as MatLab, C/C++ and GNU Prolog has been develodedarte et al.
(2011).

2.3.2 Experimental Considerations

For model validation two configurations are used:

1 Pool Configuration: to emphasize the ability of the discrete-time model in
monitoring water depths the canal is set to one pool soletit Wwi5.9 m
length, all intermediate gates are opened (see Figure &)14(The
model used for describing the system has multiple inputsocanpluts (see
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Fig. 2.15(a)). The system is excited by two manipulatedades (the
upstream inflown;,, and the gate elevatioti;), by the downstream off-
take (considered as a perturbatiéy), and by lateral outflows.(; to ws).
The output is the downstream water depihplus three intermediate water
depths from upstream to downstream,to Y;. The discrete-time state-
space model was constructed considerg- 10, § = 0.6, ¢ = 0.5 and a
Courant number close to one. The following scenarios wensidered:

Test A;: inflow sequence, abod800 s long;
Test A, gate elevation sequence, ab8060 s long;

Test A3: inflow and gate elevation sequence, abGil) s long;

Test A,: sequence of lateral outflows for two different inflows, about
9200 s long;

Test A5: sequence of inflow and gate position, ab¢2a0 s long;

Test Ag: sequence of inflow, gate position, and lateral outflows, abou
6800 s long.

2 Pools Configuration: in this configuration the canal was considered divided

into two pools, which is equivalent to say that gatand gate3 are totally
opened (see Figure 2.14(b)). Each pool has a length, o 75.7 m and

L, = 70.2 m, respectively. It is possible to execute water withdrawal
each canal pool. The interaction with the canal is done gfinguinputs
namely: three manipulated variables (the upstream inflgw gate eleva-
tion for the upstream podl;, and the gate elevation for the downstream
pool Us), two offtakes (offtake located downstream the first pholofftake
located downstream the second pdg), and lateral outflowsu{; outflow

at the upstream pool center; outflow at the downstream pool center) (see
Figure 2.15(b)). Accordingly to the sensor capacity ilsthlthe following
outputs were chosen: water depth at the upstream pool Ceriter/2, t),
water depth at the upstream pool erid L, ¢), water depth at the down-
stream pool centér;(L,/2,t), and water depth at the downstream pool end
Yi(Lo,t) . The discrete-time state-space model was built for eachl paol
with the following numerical parameterd] = 10, ¢ = 0.6, ¢ = 0.5, and
Courant number close to one. The following scenarios wensidered:

Test B,: step sequence if;,, about1800 s long;
Test By: step sequence ifi;, about1800 s long;

Test B;: step sequence ifl,, about1800 s long;
Test B, sequence withn;,, U; andU,, about2700 s long;
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(a) 1 pool configuration. (b) 2 pools configuration.

Figure 2.14: Canal schematics for both test configurations.

dl{ {wlwgwg dldQ{ {wlwg
— YiYoYsYy, — ViV Y3Y)
U, System ————— [, U,| OSystem ——————
(a) 1 pool configuration. (b) 2 pools configuration.

Figure 2.15: Block diagram for both test configurations.

Test B;: step sequence im; andws, about3240 s long;
Test Bg: short sequence with all inputs, ab@0b0 s long;
Test B;: long sequence with all inputs, aba@)00 s long.
The performance of the discrete-time model is evaluatengussie following

criteria for the difference in water depths provided by eaahal pool modet;
and the water depth readinyys from the canal:

e Variance Accounted Fér

1 —wvar (Y;, = Y;)

VAF = 100 2.46
vy K (2.46)
e Mean Absolute Error
N
MAE — 2 Yo —Yil (2.47)
N
e Root Mean Square Error
N 2
Y Y. - Y;
RMSE = \/Z’ ( N ) (2.48)

Svar(z) stands for variance af.
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Thin [M3/S] Uy [m] Yy [m] w; ord; [m3/s] length [s]

min max min max min max min max
Ay 0.030 0.045 0.431 0.431 0.556  0.595 0.000 0.000 8320
Ag 0.045 0.045 0.330 0.481 0.496 0.645 0.000  0.000 8300
As 0.030 0.045 0.330 0.481 0.470 0.645 0.000 0.000 7820
Ay 0.020 0.030 0.530 0.530 0.531  0.659 0.000 0.023 9300
As 0.040 0.050 0.397  0.600 0.558  0.765 0.000  0.000 4200
Ag 0.030 0.041 0.327 0.430 0.484 0.577 0.000 0.021 6800
Time 51840

Table 2.2: Signal amplitude for 1 pool configuration.
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Figure 2.16:Downstream water depttj, for 1 pool configuration.

2.3.3 1 Pool Configuration

The range of variation for the inflow and gate position for domsidered tests
are indicated in Table 2.2. For the gate elevation the iatg®v330; 0.480] m is
used leading to a maximum deviation2¥% relative toY,(L). The downstream
water depth is represented in Figure 2.16 for test@and As. It is important to
note that while in testl; the water depth amplitude varie$30 m in testAs, due
to the gate movement, a water depth variatio).a70 m is observed, which is
significant when compared with the nominal downstream wagpth. Figure 2.17
shows the model ability in monitoring water depths alongdaeal axis for test
A5.

In Table 2.3 the error criteria for the downstream water kleyst well for the
intermediate points is presented. A change in the flow inpuses small variation
in the downstream water depth while a change in the gatetedevaas a higher



2.3. EXPERIMENTAL RESULTS IN FREE SURFACE FLOW

water depth [m)]

water depth [m]

0.7

o
o)
a

o
o

o
[
5

0.5

0.45

- - ~simulator

1000

2000

time [s]

(a) Water deptly;.

3000

4000

water depth [m)]

water depth [m]

0.7

55

o
o)
a

o
o

o
a
a

0.45

- - ~simulator

0.8

1000

2000

time [s]

(b) Water depths.

3000

4000

e
Y
a

o
3

o
o)
a

o
o

0.55 1
05 ‘ ‘ - - ~simulator 05 ‘ ‘ - - ~simulator
~0 1000 2000 3000 4000 ~0 1000 2000 3000 4000
time [s] time [s]
(c) Water depthys. (d) Water depthy;.
Figure 2.17: Water depths along the canal for test
VAF [%)] MAE [m] RMSE [m]
Y1 Y2 Y3 Yy Yy Ya Y3 Yy Y1 Y2 Y3 Yy
Aq 93.40 87.43 91.73 80.39 0.020 0.014 0.015 0.013 0.005 0.006 0.006 0.005
Ao 99.09 99.58 99.61 91.14 0.012 0.013 0.025 0.029 0.003 0.002 0.005 0.011
A3 98.37 98.50 99.29 91.97 0.021 0.021 0.027 0.034 0.008 0.008 0.009 0.014
Ay 65.79 81.70 94.72 84.44 0.070 0.043 0.034 0.042 0.026 0.015 0.008 0.011
As 97.42 98.62 99.54 93.83 0.026 0.024 0.018 0.026 0.009 0.007 0.005 0.012
Ag 80.81 80.50 95.11 85.82 0.026 0.036 0.023 0.018 0.007 0.009 0.007 0.007

Table 2.3: Error criteria for 1 pool configuration.
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Tin [M?/5] U, [m] Uy [m] w; ord; [m3/s]

min max min max min max min max

By 0.030 0.050 0.280 0.280 0.400 0.400 0.000  0.000
By 0.040 0.040 0.230 0.330 0.400 0.400 0.000  0.000
Bs 0.040 0.040 0.280 0.280 0.300 0.500 0.000 0.000
By 0.040 0.050 0.200 0.280 0.300 0.400 0.000 0.000
Bs 0.050 0.050 0.200 0.200 0.500 0.500 0.000 0.021
Bs 0.040 0.050 0.180 0.250 0.395 0.500 0.000 0.013
B; 0.040 0.050 0.190 0.250 0.400 0.500 0.000 0.023

Table 2.4: Input amplitude for 2 pools configuration.

impact in the downstream water depth. The lowest fit occuteeatiownstream
end, which can be explained by the experimental canal asstgin. The canal
ends with a final reach df m length with rectangular section and’ m width.
This is different from the nominal parameters consideratidranges the down-
stream reservoir capacity. When traveling upstream themngspth tends to the
normal depth which justifies the good model fit.

2.3.4 2 Pools Configuration

The range of variation for the inputs in each canal pool ferabnsidered tests is
indicated in Table 2.4, the range for the downstream watpthdas indicated in
Table 2.5. The performance criteria for the different tesisdicated in Table 2.6.
Figure 2.18 shows the water depths for t&t This is the longest and more
complex test, with all inputs varying over time.

The best water depth VAF corresponds to center pool locatidgpstream
each gate the observed VAF decrease is due to the gate flovaagcun particular
at the downstream overshot gate. The water depth erroeisustted when moving
upstream as the water depth is tending to the normal dep#cim@nal pool. The
lower VAF is obtained in tesB; for the downstream pool water depths. This can
be explained by the fact that the water depth variation dutive test is quite
small, in fact it has the same order as the water level sensaomtization. This
means that the relation noise-signal is high justifying ldweer VAF obtained.
The signal fitting for the downstream pool is representedguie 2.19.

This canal configuration is particular severe for the modehe gate con-
necting both pools is of undershot type leading to a bothctizeal coupling,
which means that downstream water depths errors can prigpagstream. Canal
configurations using overshot gates are less challengitigeasoupling is from
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Y [m] Yy [m] length [s]
min  max min  max

B, 0.490 0.589 0.527 0.576 1800
B 0.529 0.554 0.546  0.556 1800
Bs 0.462 0.610 0.453 0.556 1800
By 0.5617 0.641 0.480 0.576 2700
Bs 0.615 0.725 0.636 0.677 3240
Bg 0.541 0.747 0.549 0.676 6000
By 0.499 0.735 0.515 0.687 26610
Time 43950

Table 2.5: Output range and time length for 2 pools configomat

VAF MAE RMSE

Y1 Yo Y3 Yy Y Y2 Y3 Yy Y1 Yo Y3 Yy
B 98.03 96.54 93.18 92.15 0.027 0.016 0.010 0.009 0.006 0.006 0.004 0.004
Ba 94.68 94.23 66.25 71.54 0.007 0.005 0.008 0.004 0.002 0.002 0.002 0.001
B3 97.94 88.63 98.56 93.90 0.017 0.026 0.030 0.025 0.006 0.013 0.007 0.013
By 87.77 75.35 97.48 93.71 0.033 0.035 0.014 0.021 0.014 0.014 0.005 0.008
Bs 92.83 89.86 83.26 73.14 0.027 0.031 0.016 0.017 0.009 0.011 0.005 0.006
Bg 95.37 88.89 98.06 87.15 0.028 0.043 0.021 0.032 0.009 0.014 0.005 0.012
By 97.25 91.29 97.19 88.63 0.044 0.048 0.027 0.039 0.014 0.015 0.007 0.015

Table 2.6: Error criteria for 2 pools configuration.
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TestB, VAR

Time[s] Y; Y5 Y3 Y
N=10 25 94.67 94.23 66.29 71.59
N =20 14.0 92.62 94.18 62.65 71.57
N =30 41.0 91.77 94.15 60.75 71.55

Table 2.7: Analysis of the space step effect in Test

upstream to downstream. This can be seen in Figure 2.20nertti= 500 s and
t = 2200 s, where the biggest difference between water depths ofahal and
the model for the upstream pool occurs.

It is important to keep a good tradeoff between computatioost and model
accuracy. The finite difference methods are usually seeegasrmg a high space
resolution to guarantee a good performance. For the modpbped is equivalent
to say that the number of sections considered inside a poel,1, should grow.
Different number of sections per canal pool were considévedest purposes,
N = [ 10 20 30 } The performance comparison is done for T@stthis is the
test with a lower VAF for the water depths along he downstreamal pool (see
Table 2.7). The computation time increases with the iner@aspace resolution
but the model performance using the VAF criteria is almosistant.

2.4 Simulation Results in Free Surface Flow

Water conveyance networks are found in different domaiiragation, drainage,
sewers, and rivers. Basically these systems can be catedarito two differ-
ent classes: drainage or irrigation networks. Using el¢argrblocks for canal
pools and nodes, a simulator can be constructed for thefszafif type of net-
works (Nabais et al., 2011). The discrete-time state-spamgel ability to use
flow boundary conditions is useful for creating a simulatban irrigation net-
work, while the water depth boundary condition is usefuldiggating a simulator
of a drainage network (Nabais et al., 2012). With the sinaulétis possible to
analyze how disturbances propagate along the networkor@hce is measured
using the following error criteria:

e Mean Absolute Error (MAE, see equation (2.47) on page 53)

e Maximum Absolute Error

MXAE = max |Y;, — Y| (2.49)
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14 14

Figure 2.21: Drainage network.

¢ Mean Absolute Relative Error

N

e Maximum Relative Error

Y, — Y

MXRE = max - (2.51)

%

2.4.1 Drainage Network

Drainage networks are characterized by the convergenceantbes into a big-
ger main canal pool that can have as final destination a |lasggrvoir such as a
lake or the ocean. For illustration purposes the drainateank presented in Ad-
lul Islam and Sen (2005) is used. This network is composéd canal pools and
14 nodes containing a loop with a total length29%300 m and a nominal flow of
70 m*/s (see Figure 2.21). Canal network parameters are preseni@ble 2.8
(see page 62), wene is the Manning roughness coefficient. The general proce-
dure for computing the steady-state for the drainage nétivas been presented
in Section 2.2.3 and is detailed in Algorithin(see page 62), Boundary condi-
tions are presented in Table 2.9 (see page 62) and the st&atdyconfiguration is
presented in Table 2.10 (see page 63).
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Pool L[m] b[m] m So n N

1 1500 10 1 0.00027 0.022 20
2 1500 10 1 0.00027 0.022 20
3 3000 10 1 0.00047 0.025 40
4 3000 10 1 0.00047 0.025 40
5 2000 10 1 0.00030 0.022 25
6 2000 10 1 0.00030 0.022 25
7 2000 10 1 0.00030 0.022 25
8 1500 10 1 0.00027 0.022 18
9 1500 10 1 0.00027 0.022 18
10 2000 10 1 0.00030 0.022 22
11 1200 10 0 0.00033 0.022 14
12 3600 20 0 0.00025 0.022 38
13 2000 30 0 0.00025 0.022 21
14 2500 40 0 0.00016 0.022 25

Table 2.8: Drainage network parameters.

Algorithm 1 Drainage network steady-state
1: Solve continuity equation (2.23) for all nodes to &gt
IVP for canal [14]
repeat
Assumel);
Apply continuity equation (2.23) for node [11] and [12]
IVP for canal [13]
IVP for canal [11]
IVP for canal [12]
until Energy equation (2.24) is verified at node 11
IVP for canal [8] and [9]
. IVP for canal [10]
. IVP for canal [1] and [2]
. IVP for canal [3] and [4]
. IVP for canal [5,6] and [7]

©oNOR WD

o
A wNPRFR O

Node Flow[n?/s] Node Flow [ni/s] Level[m]

1 10.0 5 10.0 -
2 10.0 6 10.0 -
3 10.0 7 10.0 -
4 10.0 14 - 2.5

Table 2.9: Drainage network boundary conditions.
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Pool  Flow [ni/s] Water depths [m]

Upstream Downstream

1 10.0000 1.5870 1.8773
2 10.0000 1.5870 1.8773
3 10.0000 1.1393 1.8773
4 10.0000 1.1393 1.8773
5 10.0000 1.7360 2.2392
6 10.0000 1.7360 2.2392
7 10.0000 1.7360 2.2392
8 20.0000 1.8773 1.9525
9 20.0000 1.8773 1.9525
10 30.0000 2.2392 2.2713
11 10.1710 1.9525 2.2713
12 29.8290 1.9525 2.4849
13 40.1710 2.2713 2.4849
14 70.0000 2.4849 2.5000

Table 2.10: Drainage network steady-state parameters.

Steady-State Analysis

The simulator accuracy is tested for different steadyestanfigurations. Starting
from the initial steady-state a positive step flow is appliedcanal poold to 7,
changing the upstream boundary condition froonm®/sto | 12 14 16 | m?/s.
A maximum flow deviation 0f0% is imposed. The simulator accuracy in con-
verging to the new steady-state configuration is evaluateegddch canal in re-
spect to the nominal flow, upstream water depth and dowmstvester depth (see
Table 2.11). The reference values for computing the newdgtstate error are
obtained by solving Algorithm 1 with the new steady-stajauits. The simulator
ability to converge to the new final steady-state is confirfmgedhe low MARE.
Only for a boundary flow deviation af0% the MARE rises abové% in water
depths. MXAE values grow in respect to the boundary flow dewiaincrease
and are bellowr0 mm in water depth for all scenarios.

Storm Water and Tides Impact

Two meaningful situations are used:

e storm impact: the ability to drain storm water can be analyg raising
the upstream boundary conditiof0¢sc on the network inflow for nodes
to 7);

e tides impact: tides can be imposed at the downstream wabén ,daodeled
as a sine wave of amplitude5 m (relative deviation o0%) and periodi 4
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MAE MXAE MARE MXRE

Flow 0.0054 0.0238 0.0002 0.0016
12m?/s  Upstream water depth ~ 0.0050 0.0082  0.0025  0.0042
Downstream water depth 0.0045 0.0082  0.0020  0.0034

Flow 0.0163 0.0747 0.0006 0.0050
14 m3/s  Upstream water depth 0.0190 0.031®.0087 0.0143
Downstream water depth  0.0170 0.031®.0069 0.0116

Flow 0.0323 0.1490 0.0010 0.0091
16 m3/s  Upstream water depth 0.0406 0.0656 0.0172 0.0277
Downstream water depth  0.0362 0.0656 0.0136 0.0229

Table 2.11: Drainage network error criteria for differeteagly-state configura-
tions.
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Figure 2.22: Storm water and tides impact for the end nodearwdl pooll 4.

hours.

Figure 2.22 shows the variations of water depth and flow fateisa3 and 14.
Figure 2.23 shows the water depths along the canal axis faal geool 10 for
different times: the initial steady-statg high tidet;, high tide with storm water
to and low tide with storm watet;. The water depth range for nod8 was
[2.3;2.8] m considering only tides, and with the effect of rain storra thnge
increased t¢2.6; 3.1] m.
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Figure 2.23: Storm water and tides impact at canal pool 1Gefdrainage net-
work.

2.4.2 lIrrigation Network

In irrigation networks the inflow is divided into smaller flsvaccording to the
infrastructure layout until the final customer. For illgton purpose the irriga-
tion network proposed in Adlul Islam and Sen (2005) is usete metwork is
composed oft1 pools and42 nodes with a total length 6f3500 m and a nom-

inal inflow of 40 m?/s (see Figure 2.24 on page 68). Canal network parameters
are presented in Table 2.12 on page 66, werg the Manning roughness coef-
ficient. The general procedure for computing the steady-dta the irrigation
network has been presented in Section 2.2.3 and is givertail dg Algorithm 2

on page 67. Boundary conditions are presented in Table 21 #&ge 66, initial
conditions can be consulted in Adlul Islam and Sen (2005).

Steady-State Analysis

The simulator accuracy is evaluated for different steadyesconfigurations.
Starting from the initial steady-state a positive step flevapplied changing the
upstream boundary condition frotd m*/sto| 45 50 55 | m*/s. A maximum
37.5% deviation is imposed. The simulator accuracy in convergmthe new
steady-state configuration is evaluated for each canalipaekpect to the nom-
inal flow, upstream water depth and downstream water depth Table 2.14 on
page 68). The reference values for computing the new ststdg-error are ob-
tained by solving Algorithm 2 with the new steady-state itspuThe simulator
ability to converge to the new steady-state is confirmed byatv MARE. MXAE
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Pool L[m] b[m] m So n N
1 2500 10.00 2.0 0.00013 0.015 22
2 2000 8.50 2.0 0.00015 0.016 20
3 1700 7.00 2.0 0.00016 0.017 18
4 1500 5.00 2.0 0.00017 0.018 16
5 1500 5.00 2.0 0.00020 0.020 16
6 1400 4.00 2.0 0.00021 0.020 16
7 1200 3.00 2.0 0.00022 0.020 15
8 1000 2.00 2.0 0.00024 0.022 13
9 1400 3.50 1.0 0.00025 0.022 15
10 1200 2.70 1.0 0.00022 0.022 15
11 1000 1.75 2.0 0.00024 0.022 15
12 1300 2.50 2.0 0.00022 0.022 16
13 1200 150 1.0 0.00025 0.022 15
14 1000 1.00 2.0 0.00022 0.022 17

15,18 1000 150 2.0 0.00024 0.022 13
16,21 1000 1.00 1.00.00025 0.022 13
17,26 1000 1.75 2.00.00024 0.022 15

19 900 0.90 0.9 0.00025 0.022 12
20,23 1100 150 2.0 0.00024 0.022 16
22 1200 1.75 2.0 0.00024 0.022 16
24 1000 1.00 1.0 0.00025 0.025 14
25 1200 2.00 2.0 0.00024 0.020 18
27 900 1.50 2.0 0.00024 0.022 14
28 900 150 1.0 0.00025 0.022 12
29 800 1.00 1.0 0.00025 0.022 11
30 800 1.25 2.0 0.00024 0.022 13
31 700 0.75 2.0 0.00024 0.022 12

32-41 700 0.50 1.0 0.00050 0.030 10

Table 2.12: Irrigation network parameters.

Node Flow[n¥/s] Level[m] Node Level[m]

1 40.0 - 32 1.0749
5 - 0.9111 33 1.4777
9 - 1.6559 34 1.7107
12 - 0.9759 35 2.0070
15 - 0.9127 36 1.7769
18 - 1.8784 37 1.2190
20 - 1.6026 38 1.4745
22 - 1.6729 39 1.3719
25 - 1.3622 40 1.6091
28 - 1.4766 41 1.3310
30 - 1.1741 42 1.2535

Table 2.13: Boundary conditions for the irrigation network
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Algorithm 2 Irrigation network steady-state

1: repeat
2: Assume()og
3 BVPGC for canals [27,39,26,38,25,11,10]
4 repeat
5: Assume()s
6: BVPGC for canals [24,37,23,36,22]
7 until Energy equation (2.24) is verified at node 10
8: IVP for canal [9]
9: repeat
10: Assume()s,
11: BVPGC for canals [31,41,30,14,13]
12: repeat
13: Assume()s
14: BVPGC for canals [29,40,28]
15: until Energy equation (2.24) is verified at node 13
16: BVPGC for canals [12,4,3]
17: until Energy equation (2.24) is verified at node 3
18: IVP for canal [2]
19: repeat
20: Assume(),
21: BVPGC for canals [19,34,18,8,7]
22: repeat
23: Assume(),,
24: BVPGC for canals [21,35,20]
25: until Energy equation (2.24) is verified at node 7
26: IVP for canal [6]
27: repeat
28: Assume() g
29: BVPGC for canals [17,33,15]
30: until Energy equation (2.24) is verified at node 6
31 until Energy equation (2.24) is verified at node 6
32: IVP for canal [5]

33: until Continuity equation (2.23) is verified at node 2
34: IVP for canal [5]
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Figure 2.24: Irrigation network (canal pool numbers areatdh

MAE MXAE MARE MXRE

Flow 0.0018 0.0059 0.0008 0.0028

12m?/s  Upstream water depth ~ 0.0011  0.0043  0.0007  0.0019
Downstream water depth 0.0005 0.0036  0.0000 0.0018

Flow 0.0063 0.0237 0.0019 0.0062

14 m?/s  Upstream water depth 0.0047 0.0168.0028 0.0069
Downstream water depth  0.0021 0.014D1.0013 0.0068

Flow 0.0130 0.0558
16 m3/s  Upstream water depth 0.0105 0.0362

Downstream water depth  0.0048 0.0304 0.0028 0.0140

0.0033 0.0095
0.0060 0.0141

Table 2.14: Simulator accuracy for the irrigation netwoknsidereing new

steady-states configurations.

values grow in respect to the boundary flow deviation and alew 37 mm in

water depth for all scenarios.
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(a) Water depth hydrograph. (b) Flow hydrograph.

Figure 2.25: Irrigation network hydrographs along the stgirpath between
nodesl to node5 for a maximum peak flow of5 m3/s.
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Figure 2.26: Irrigation network hydrographs along the ssimpath between node
2 to node9 for a maximum peak flow of5 m?/s.

Flow Disturbance

The upstream boundary condition is disturbed accordingtiaagle profile with

a peak flow deviation of 5 m®/s. The impact propagation can be studied looking
into the flow and water depth along the network. Figures 2262226 show the
propagation effects both in water depth and flow deviatiantfie short paths:
from nodel to node5 (a primary canal) and from nodeto node9 (a secondary
canal). The advection and dispersion effects are presethteotisturbance prop-
agation along the network.
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2.5 Conclusions and Discussion

In this Chapter a discrete-time state-space model for qao@k capable of cap-
turing the transport phenomena in water conveyance nest@® been proposed.
The model proposed is able to capture the backwater (or bgr atrds, the
water profile along the pool axis), the wave translation atehaation, and the
flow acceleration. The model has the capability to use eitberor water depth
boundary conditions, monitors hydraulic variables (flovd avater depth along
the canal), and accounts for lateral outflows along the cpoal. Where one
of the main features is its ability to be easily scalable rgdascale networks,
since each canal pool can be described by a model which canrireected to
other models to form either an irrigation or a drainage nektwd he full canal
monitoring feature opens the model scope of applicatioratdt detection, iso-
lation, and fault tolerant control algorithms. The modetatéing the system is
solved through matrices multiplications which requires mmputational effort.
This makes it an appealing tool to be used in real-time algms such as Model
Predictive Control. The discrete-time state-space mamtetdnal pools has been
validated with experimental data for a canal composed etthene or two pools.



Chapter 3

Modeling Discrete-Time Flow
Networks

This Chapter considers discrete-time flow networks. Opghdeecontinuous-
time flow networks considered in Chapter 2, in discrete-tfftoe networks it
is common to transport at the same time multiple commodiiatsveen nodes.
Section 3.1 presents a brief overview of the main featureswmered in trans-
portation networks. In Section 3.2 a generic framework tdrasis this kind of
networks from a macroscopic perspective is proposed. Arakzdgd model is
derived in Section 3.2.2 for the whole transportation nekwaater a decompo-
sition method based on flows to broke down the system intolenglbsystems
easier to handle is proposed. Section 3.3 presents the ttabessto which the
modeling framework was applied to: an intermodal contateeminal, a supply
chain, and a manufacturing supply chain. In Section 3.4 al lgrwde) modeling
perspective to capture the relations between nodes anditrauadings is pro-
posed. The interactions among nodes and the surroundowssdd on using the
available transport capacity, are discussed in Sectiath 84a node composed of
a single element and in Section 3.4.2 for nodes where melél@ments (or sub-
nodes) coexists. A model able to capture time unvarying ene-varying cargo
properties is proposed. For illustration purposes two sasgies are considered,
a container terminal and a seaport presented in Sectioch&8.in Section 3.5.2,
respectively.

Parts of this chapter have been published in Nabais et all20
2013c,f,h,g,a).

71
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3.1 Discrete-Time Flow Networks

In transportation networks (such as cargo transport (€raand Kim, 2007;
Alessandri et al., 2008), postal networks, traffic netwdithegyi et al., 2005),
water distribution (Leirens et al., 2010; Negenborn et a@009), supply
chains (Maestre et al., 2009; Silva et al., 2009) the eleamgrabjective is to
deliver a certain commodity in the agreed quantity at theeegrtime and at
the agreed location. A transportation network can be reptesl by a graph
G = (V, &) where noded’ represent centers or intersections and &respre-
sent the existing connections between nodes (Ahuja et @23)1 All network
elements should contribute to fulfil the transport need. hesport need can
arise in two different forms: located downstream in the fafsustomer demand
(client demands in supply chains and water distributionjpoated upstream as
clients request to provide a service (deliver mails or coetized cargo). These
two types of transport needs are considered exogenousdmgiutbances to the
network state.

A transportation network typically handles different coodities. Commodi-
ties can be categorized in respect to a time unvarying cargeepty such as the
final destination, weight, volume, hazards, temperatae, materials, finished
goods, and final client (Wang and Rivera, 2008). Howeveretaiso plays an
important role when transporting products:

e for an upstream transport need (as freight and postal gsiMids important
to know the deadline to deliver the commodity at the agreedtion, the
so-called due time. For this type of exogenous input it issviskeep the
nodes with low storage volume (low potential) to help hamglitargo at the
node. In some sense, nodes should keep a low potential intordeomote
the push of product towards the final destination;

e for a downstream transport need (as food) it is importantovnkthe ex-
piration time of the product. In this case, it is common to faure the
transportation network nodes with a certain amount of st@argo (high
potential) such that the transport need can be fulfilled iquiwithout re-
quiring waiting for the product to cross the entire network.

Both, due time and expiration time, can be associated with@unvarying cargo
property. The impact of time is similar, and it is calldde time regardless be-
ing the time to reach the final destination or the expiratioretof a product. It
is possible to have a cargo for destination A that has a due ¢fr8, 2, or 1

days. Equivalently, yoghurts can have an expiration date of, or 15 days for

example.
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The ability to access the stored amount per commodity at eetkork node
can be used to support operations management towards a fiicieng sustain-
able, cooperative and reliable transportation. Considemultiple commodities
and network nodes a combinatorial issue arises. When tieagplications are
considered this becomes a real problem in terms of computéitne. Take an
example from the freight transport: theeuss TrimodalECT Publications, 2011)
terminal, recently added as a member of European Gatewajc&€gr This in-
termodal container terminal situated at the Rhine riveersficonnections to the
European hinterland through three transport modalitiesgdy train and truck.
With 8 ralil tracks it sustaing9 train connections weekly pluginland shipping
connections to Rotterdam and Antwerp ports using a quag®meters. Adding
to these features all kind of container types (hazardoueniadd, reefer containers
and other categories like size, weight and destination)nmformation has to be
captured by the modeling framework.

The transportation network structural organization retstrthe type, the
amount, and the quality of information to be exchanged betwamponents.
Information can be shared freely over the transportatidwaow, restricted to
some subnetworks or confined to a single component as a agerses of the
economical relations between the different partners ptesethe network. In
case of vertical integration, when all partners belong tamaesentity, information
is usually shared freely.

3.2 Discrete-Time Network Model

Transportation networks can be found in different appiccatiomains such as:
traffic networks, supply chain, general cargo, passengesportation, and postal
networks. At a macroscopic level, transportation netwakiibits two major
phenomena:

Potential: related to the storage capability in well-defined areas, revtoem-
modities can be produced, manufactured or simply stored;

Flux: related to the transport delay, which is the time necessarahsport com-
modities between different locations, and handling eqeiphused to move
commodities.

To distinguish these two phenomena inside the transpontagtwork we define
two components:

1European Gateway Services are a service provided by Eurdpesatainer Terminal (ECT)
whose main objective is to create a cooperative network mteHand terminals to increase the
ECT terminals throughput at the Port of Rotterdam. Neussiddial has been a member of this
network since0 DecembeR011.
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arcl nodei arcj+1 hodej connection node; + 1

arCZ\"—,/aer +2 nodel node2 noden,,

arcy ‘arcdeg(i) arcl arc2 arc3  arcme, arcne, + 1|
uplstream downétream

(a) Center node of store type. (b) Connection between two center nod¢aifd; + 1).

Figure 3.1: Elementary components in a transportation ortfieg (i) stands for
node degree).

Center Node: is a network node with a significant storage capacity where-co
modities can be stored temporarily before moving to anatkérork node.
The center node degree is always equal or bigger than onée i¢dnter
node in-degree is zero the node is categorized as an endgapgtnode, if
the center node out-degree is zero the node is categorizaediestination
(downstream) node. When center nodes have simultanedwsindegree
and outdegree bigger than one (see Fig. 3.1(a)) they agarated as store
nodes;

Connection: is a path between two center nodes and is used to model tlge tran
port phenomena, delay and handling resources. It is cordpsesucces-
sion of nodes with an indegree and outdegree equal to onehwheans
that there is only one arc arriving and one arc departing feawh node.
Connection is composed of., nodes and:., + 1 arcs (see Figure 3.1(b)).
Connections are modeled using a pull-push flow perspeqgtniéing com-
modities from the connection upstream node and pushing tbhehe con-
nection downstream node.

All transportation networks are generally composed of @enbdes and connec-
tions. The complexity of the network model is determined lg following pa-
rameters:

e n,. humber of time unvarying commaodities considered;

e ng,: NUMber of due times considered for the time unvarying codityg;

e n.. humber of connections existing in the network;

¢ n.,: number of nodes belonging exclusively to connection
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Figure 3.2: Example of a transportation network.

e n,. number of center nodes in the network that are further divichto
source (upstream) nodeg, end (downstream) nodes and store nodes
ns;

n’

e n;: number of levels present in the transportation networgluising the
source (upstream) and end node (downstream) levels.

For illustration purposes, consider the transportatiotwaek indicated in
Fig. 3.2. The network is composed 6f nodes § "' n., = 52 nodes asso-
ciated exclusively to connections, ang = 9 center nodes shared by several
connections3 source nodes}, store nodes anglend nodes) and, = 16 connec-
tions with 68 transport flows. This network is divided into four levels & 4),
including the source and the end node levels which are leaetl leveld, respec-
tively. The network topology is generic including: connens between nodes on
nonadjacent levels (connections from nédde¢o node58 using the patib3—1-2—
3—4-5-58 and between nodes and noder9 using the patlb5-18-19-20-21—
22-59) and cycles between level two and level three (for examptedprmed by
nodess6—26—27-28-59—-44-45-46-56). Center nodes can have multiple connec-
tions arriving and departing, while connections can shianédd infrastructure
resources to guarantee the desired flows between nodesporsation networks
are therefore complex systems with coupled dynamics anpledwonstraints.
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3.2.1 Centralized Network Model

The total number of nodes inside the network is associatdotié network struc-
tural layout and is given by,

Ny :nn—i-chi. (3.1
i=1

For each node in the transportation network a state-spactensg (k) is de-
fined, and these are merged to form the state-space wectothe complete net-
work,

B
R %, (k)
1,n, . 22(k>
Xj(k) = .72T1(k) g=1,...,ny, x(k)= : ., (3.2
ZE]-7 (k) )_(ny(k)
I x?tuyndt,tu(k) |

Wherex;”dtp(k;) is the amount per time unvarying commaodijtyvith the due time
dt, at nodej at time stepk, andng;wu = nas,,, 1S the number of due times for
time unvarying commodity.;,,. The number of commodities in the transportation
network is given by the combination of time unvarying andgwvarying properties

Ntu

Npe = Z Nat, (3.3)
i=1

The state-space dimensians given by
Ny = NyMye (3.4)

corresponding to the number of commodities handled and ahgoer of nodes
existing in the network. For the case of considering only due timeng,, = 1,
it reduces ton, = nyny,. The state-space vector contains information about
the amount per commodity not only at the center nodes, withifitant storage
capacity, but also at connection nodes. The total amount@amodity inside
the network is always accessible through the state-spaterve

The transport demand is seen as an exogenous éhpith length

ng = (nﬁ + nﬂ) Nne (3.5)
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that disturbs the state of the upstream and downstream nddés up to the
network manager to allocate the handling resources at tinrieto move com-
modities inside the network such that the transport needlfiiédd and the node
states follow a desired level. Considé’rdt”(k) as the amount per time unvarying
commodityp and due timelt, to be pulled from nodg¢ at time step:. For all ad-
missible flows inside the network a control action vectorafriedd; with length
nne. All U (5 =1,...,n, = ny, —n, +n.) are merged to form the overall control
action vectom(k) of the complete transportation network:

17
U
uy’ (k)

: u, (k)

_ . l,nd; . 1_12(]'{7)
u;(k) = u; . (k) ,u(k) = : . (3.6)

uj, (k) ﬁnp (k)

u"?tu 7n(;t,tu (k)

L )

with lengthn, = npnyec.
The model for the network dynamics can be represented irntexspace final
form as,

x(k+1) = Ax(k)+ Byu(k)+ Bad(k), (3.7)
y(k) = Cx(k), (3.8)
x(k) > 0, (3.9)
u(k) > 0, (3.10)
y(k) < Ymax, (3.11)

Pyu(k) < U, (3.12)
x(k) > Pyu(k), (3.13)
x(k) € X, (3.14)
ulk) € U, (3.15)

wherey is the current volume at all nodes with dimensign y .« is the maxi-
mum node storage capacitias, ., the available infrastructure resources accord-
ing to the network structural layoud,, B,,, By andC are the state-space matrices,
P, is the projection from the control action gétinto the state-space sé&tand
P.. is the projection matrix from the control action $étinto the infrastructure
resource capacity sét, .. .

Using a node/arc numbering in a push-flow perspective (fl@source nodes
towards the end nodes) as indicated in Figure 3.2, it is plestd obtain a highly
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structured model without the need for further mathematicaipulations (Sezer
andSiljak, 1996):

Ad 0 0
A=| ¢ : , 3.16
0 Ade 0 (3.16)
0 0 Am
Al 0 Ad 0
Af=| A= | (3.17)
0 A ddne, 0 Addny
Al 0
Adi— Co (3.18)
0 At
( [0 1 .0 0]
001 ..00
Adio— | o T nae > 1,0 =1, g
000 ..10 a " (3.19)
000 ...0°1
000 ..0 .
- = Ndt; XNdt;
\ At =1 Na,, = 1, i =1,..., N
(B4 0 0 0 ]
0 B® 0 0
0 0 0 0
B,—| : i .0 5 (3.20)
0 0 .. Bt g
0 ... 0 B
| By BZ ... B! B |
0 0 0 0 ]
Ba=| o 4 (:) o (3.21)
B: B2 ... BI' Bl |
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[ch 0 ... 0 0 0 |
0 C& ... 0 0 0
c=| oo 3.22
0 0 .. Ch- 0 0 (3:22)
0 0 ... 0 Ch 0
0 0o ... 0 0 C™ |

whereB% has dimension. n,. x (n., + 1)n,., B has dimension,n,. x (n., +
1)nge, Bﬁi has dimension,,n,. x 2n,., C% has dimension., x n.,n,., andC"

has dimension, xn,n,.. The transportation network statat the next time step,
k+1, is determined using (3.7) as a function of the current ntwtatex plus the
contribution due to the control actianand the corresponding exogenous inputs
d capturing the external disturbances on the transportaginwork. The control
actionu is the flow of commodities between nodes and is imposed thrdig
available infrastructure resources. Constraints (3®)3) are necessary in this
framework for imposing the network structural layout anglasptions made:

Nonnegativity of States and Control Actions: negative storage and negative
control actions (flows) are not physically possible, whishmposed by
constraints (3.9)—(3.10);

Storage Capacity: each network node has to respect its own storage capacity,
this is captured in constraint (3.11);

Maximum Control Actions: the network structural layout in terms of available
hardware in quantity and type used to guarantee the desined i repre-
sented by constraint (3.12);

Feasible Control Actions: not all control actions that satisfy constraints (3.10)
and (3.12) are feasible. The control action has to respecathount per
commodity in the related network node. Constraint (3.13)ases this re-
lation.

The coupling between nodes and connections occurs phlysitahe center
nodes of the transportation network, this is mathematicabtured by the last
row of B,. This feature allows the extension of the proposed moddlifterent
number of nodes and connections, that is to say, differemtork structural lay-
outs. If no distinction is made concerning due timeg, = nq. = 1, matrix A
is the identity matrix with dimension,n.,. The center nodes acts as integrators
without due times updates.

In the case that,, is equal for all commodities it is possible to make use of
a more compact representation for the state-space matrices

A=1, ® (I,, ® A") (3.23)
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B =D(G) ® (L, ® A") (3.24)

B, =D(G)®1, (3.25)

where® stands for the Kronecker matrix produgf, is the identity matrix with
dimensiom, andD(G) is the incidence matrix of a graghdefined as (Mesbabhi
and Egerstedt, 2010)

-1 if v, is the tail ofe;,
D(G) = [d;j], whered,;; = < 1if v; is the tail ofe;, (3.26)
0 otherwise

The incidence matridD(G) captures not only the adjacency relationships in the
graph, but also that the orientation of the graph itself. illcelence matrix has a
column sum equal to zero, since every edge has to have exalyail and one
head.

A generic framework to model different transportation natwis intended but
adaptation can be required to accommodate modeling assumsptade for each
case scenario.

3.2.2 Flow Network Decomposition

Taking into account that real transportation networks mayes tens of center
nodes and handle hundreds of commaodities it is critical levigte the computa-
tional burden when considering the sparse central modé|{®.15) to support
operations management.

A connection is by definition a path between two center nodéserefore
the interference of a single connection with the set of cameles is done solely
at two nodes; upstream (source) and downstream (end) ndalesder to take
advantage of the model structure (3.7)—(3.15), each coiomgaresent in the net-
work is described by a subsystem. A subsystésrdefined as the node collection
related to a connectioinplus the associated source and end nodes (Nabais et al.,
2013d). Two different subsystems are possible:

Transport Subsystem: responsible for moving commaodities between different
locations. The source and end nodes are distinct centesndtie connec-
tion nodes:., are used to capture the transport delay;

Production Subsystem: responsible for generating new commodities in the
transportation network. The production term is consideneal broad per-
spective, e.g., bundling raw materials/commodities inb@a volume gen-
erating a new commaodity, which is typical to happen in sugekat supply
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chains. The source and end nodes can be the same node if rawatsat
and manufactured goods are retrieved and delivered fronmémthe same
center node respectively. The connection nadesire used to capture the
production time.

The state-space vectgy for subsystem will be composed of the correspond-
ing X; state-space vectors,

[ )_(nci—nci-i-l(k) ]
)_(nci —nci+2(k) i
Xz(k) = y nc, = chj> 1<:< N, (327)
inci—l(k) i=1
Xne,(F) |

with lengthn.,n,. belonging to state-space s&tand the control action vectar;
for subsysteni is given by the corresponding control action vectors,

Uy, —n,, (K)
ﬁnUi—nci-i-l(k) i
w, (k) = : ,onu, = (ne, +1), 1<i<n, (3.28)
Uy, —1(k) =1
Uy, (k)

with lengthn,,. (n., + 1) belonging to set;.
In this new perspective, the network state-space mode}{@245) can be
written as,

x;(k+1) = A%x(k)+Bhw(k), i=1,...,n. (3.29)
n4nd

Xn (k+1) = A"™x,, (k) + Y Bliui(k)+ > Bid;(k) (3.30)
i=1 j=1

whered; is the disturbance vector related to the exogenous inputtowe for a

4 source and end node with length,., A% and A" are the state space matrices
for subsystem and center nodes respectively, agd is the state-space vector for
the center nodes. In this representation the operatioateteto each subsystem
(connectioni = 1,...,n.) are represented in (3.29) and the network dynamic
coupling is present at the center nodes and is captured3f)(3.

The interference of a single connection into the set of cembeles is done
solely at two nodes. To model subsystetaking into account the coupling exist-
ing at the center nodes, the state-spads extended to include the upstream and
downstream center nodes for subsysiem

x{(k) = [ X((kk)) } 1<i<n, (3.31)

X
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wherex! (k) = [ (x2(k)) " (xot (k)" ]T with x* andx{"* the state-space
vectors related to the source and end nodes for connectespectively. Using
this framework subsystemwill have n,,. (n., + 2) states ana,, (n., + 1) con-
trol actions. For a production subsystem picking mateaald delivering goods
to the same center node the state-space length, is= n,. (n., +1). The in-
cidence matrix for a connection (either a transport or petidn) as defined in

Figure 3.1(b) has a known structure,

1 -1 0 ... 0 0 0
O 1 -1 ... 0 0 0
O 0 1 ... 0 0 0

D@=|0 0 o0 -1 0 0 (3.32)
0 0 0 1 -1 0
0 0 0 0 1 -1
-1 0 0 0 0 0
0 0 0 0o 0 1

The state-space model for subsystemdependent of its type, is given by

xe(k+1) = A% ’?(k)+Be w;(k) + BS, d¢(k)

L3 B ) (3.33)

J=L1j#i

yi(k) = Cixi(k),
x;(k) > 0, (3.34)
u(k) > 0, (3.35)
Yi(k) < Yiaxio (3.36)
Plowi(k) < Unaxi, (3.37)
xj(k) > Pim i(k), (3.38)

wherey? is the current quantity per commodity at subsysieradesds is the ex-
ogenous input associated with subsystet, .. ; is the maximum node capacity
for control agent, u,,.x; represents the available transport/production resources
according to the transportation network structural layfoutontrol agent, B¢,

By, . By, andCy are the state-space matrices for subsystdny, ; is the prOJec-
tion matrix from the control action sét; into the transport/product|on resource
set for control agent Py, ; is the projection from the control action g€t into the
state-space set?. Constraints (3.34)—(3.38) impose the transportatioworkt
structural layout and assumptions made: the nonnegat¥isyates and flows is
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imposed by constraint (3.34) and (3.35), respectivelynthae storage capacity is
imposed by constraint (3.36), the maximum transport/pctidn resources avail-
able are introduced using constraint (3.37), and con$t(ai88) guarantees that
the pulled amount per commodity is available at the respesiurce node. The
last term in (3.33) accounts for other subsystems intemacitt the upstream and
downstream center nodes of subsystenfihis term is important to assure coop-
erative behavior among subsystems.

3.3 Network Case Studies

3.3.1 A Container Terminal

A node of a transportation network can contain itself a fpanstion network. In
this case, it is usual to categorize it as a subnetwork, whodes are sub-nodes
of the main transportation network. Consider the case ohtermodal container
terminal integrated in a container transportation network

It is assumed that the container terminal will face an aweragek flow
around 16800 TEU (tweenty-foot equivalent units), divided smoothlydnim-
port and export flows. On a yearly basis the container tedmwibface a flow
of 890 x 102 TEU. Consider the following structural layout to face thesided
yearly throughput (see Figure 3.3):

e aquay area able to berth simultaneously two barges at maxirGontain-
ers will be unloaded/loaded from/to barges by quay cranks.rilaximum
handling capacity is 090 TEU/hour at the quay area. In berth area A the
maximum quay crane capacity of the terminal can be used vignileerth
area B only a handling capacity 5 TEU/hour is available;

e there are two rail tracks in the area reserved for the traimsjport modality.
Containers will be unloaded/loaded from/to wagons usiragsiie carriers
and a maximum capacity @b TEU/hour is available;

e an area reserved for the truck transport modality is alstudex with a
maximum capacity of serving) TEU/hour.

For each individual connection a container flow is establisbonsisting on
the following operations (see Figure 3.4):

1. unload containers from the connection respecting theadem

2. transport containers from thénload Areato the Import Areaat the con-
tainer terminal (this may imply a handling resource switedt will be exe-
cuted in thdmport Shake Hands
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Rail track A
Train Gate Rail track B

Central Yard

Truck Gate

] ﬂ Quay

Berth A Berth B

Figure 3.3: Container terminal structural layout.

Central Yard

Shake Hand$ Export Area Import Area
Quay pushing containers (export low)
}_(YLCZ. —+4 :
ool [0 O——0
i . U/ _
< )\ | }_(nc.+3 X"y
Xne,+111() ()
)_(nci +2 i .
Quay Straddle Carriers Rail Mounted
Cranes Gantry Cranes

pulling containers (import flow)

Figure 3.4: Flow perspective for connectiofi = 1, ..., n.) of barge modality at
the intermodal container terminal.

3. rehandle containers from theport Areato the Export Areaaccording to
the load demand forecast;

4. take containers from thExport Areato the Load Area(this may imply a
handling resource switch that will be executed in Export Shake Hands

5. load containers into the connection.

The transfer towards th@entral Yardis realized by Straddle Carriers for all
transport modalities and is designed to sustain the maxicameiner flow for
each modality. All containers arriving at the terminal areved to thelmport
Area at theCentral Yardand all containers that departure from the terminal by
some transport modality are taken from theport Areaat theCentral Yard The
rehandling of containers at ti@entral Yardfrom thelmport Areato the Export
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Terminal Gates Terminal Transfers
Handling Resource  Capacity Handling Resource  Capacity
Quay Cranes 90 TEU/h Quay - Yard 135 TEU/h
Berth A 90 TEU/h Rehandling 190 TEU/h
Berth B 45 TEU/h Train Gates - Yard 40 TEU/h
Train Gate A 40 TEU/h Truck Gates - Yard 30 TEU/h
Train Gate B 40 TEU/h Truck Gate 30 TEU/h

Table 3.1: Hinterland terminal handling resources.

1
Unload Area Import Shake : Central Yard : Export Shake Load Area
Hands ) : Hands
e o e e e e e e
1 uq L5 : us -: uy us :
: ' ' @ !
_________________ T s
! Export Area T connection 1

= ~ = i = 1
1 Ug uy ! us ug uio

\ @ Import @ @ :
1 ! Area . . 1

] J' connection 3
S G L e R e  E Tt L p g S

= = — - — 1

1 Ui6 ui7, uis 1 U1g T20 .

| : — |
1 1

1 1

-+

connection 5

Figure 3.5: Intermodal container terminal network.

Areais done using Rail Mounted Gantry Cranes. The terminal hagdésources
are given in Table 3.1. The available handling resourcadenthe terminal are
expressed as flows (TEU/unit time) in accordance with the flevepective used
for modeling the terminal. Concerning the storage capesitiheCentral Yard
capacity is considered sufficiently large to never resténninal operations. The
Import/Export Shake Handstorage capacities are limited to the respective un-
load/load maximum capacity for each carriéft TEU for barge A,45 TEU for
barge B,20 TEU for train A, 20 TEU for train B and30 TEU in single mode
for trucks. These terminal areas can not be used for stonag@ge but only for
internal transport transfer.

The considered terminal structural layout is translatéal ihe network graph
presented in Figure 3.5. In this graph there are = 5 exclusive nodes per
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CONSOLIDATION

Figure 3.6: Example of a supply chain with three commodit@®ducts A, B,
and C. For the sake of readability the connection nodes are omitted.

connection, the containers are categorized o = 5 different commodities
(four destinations A, B, C, D, plus empty containers). Ndidguish is made
concerning due timesy; = 1. The number of connections that can be served
simultaneously at the terminal i, = 5. The Central Yardis a common node
to all connections and is responsible for the dynamic cogpliA total of 26
nodes are present at the terminal. For this setup the ternsirdeescribed by
130 states using the central model (3.7)—(3.15), oBbystates per subsystem if
the decomposed model (3.33)—(3.38) is used. More detadlstahe terminal
handling resources and weekly schedules at the terminavaitable in Nabais

et al. (2012c).

3.3.2 A Supply Chain

For illustration purposes, consider the supply chain (S€3ented in Figure 3.6.
The supply chain is divided into four levets = 4 (source, consolidation center,
distribution center and end node levels) with a totalhgf= 11 center nodes
connected through a total @f = 17 connections. The supply chain transports
ny, = 3 commodities (products A, B and C) generated at dedicatectesuno
distinguish is made concerning due timg,, = nq; = 1. As particular features
the supply chain presents:

¢ the possibility to transport commodities between the igtion centers;
¢ there are some end nodes that can be served by more than orextion;

e available connections have different transport delays.

Using2 hours as time step size, the transport delay per connesttoemislated
into the required number of nodes to capture this phenonssgaTable 3.2— 3.3).
The end nodes are opened to clients from 8 am to 10 pm. Thewstmudesign of
the supply chain is out of the scope of this thesis.
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Parameters From source nodes From no6lg
Cc1 Co C3 Cy4 Cs5 Cg Cr

Transport [hours] 14 8 8 8 14 8 8

Source node 62 62 63 64 64 65 65

End node 65 65 65 65 65 66 67

Nodes fuc,) 6 3 3 3 6 3

Flows 7 4 4 4 7

Transport cost 1 5 5 5 1

Transport capacity 260 100 100 100 260 80 80

Table 3.2: Connection details for the considered supplyncha

Parameters From node&6 From nodes7

Cs Co C10 C11 C12 C13 C14 C15 C16 C17
Transport [hours] 6 8 12 10 8 8 10 12 8 6
Source node 66 66 66 66 66 67 67 67 67 67
End node 68 69 70 71 67 66 69 70 T1 T2
Nodes ;) 2 3 4 3 3 3
Flows 4 4 4 4
Transport cost 5 5)
Transportcapacity 30 30 30 30 10 10 30 30 30 30

87

Table 3.3: Connection details for the considered supplyncft@ntinuation).
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MANUFACTURE

N ?
WAREHOUSE 77 DEF |\

(a) Manufacturing supply chain overview. (b) Detail at the manufacturing node&.

Figure 3.7: Manufacturing supply chain wislcommodities:3 raw materials and
3 manufactured goods.

3.3.3 A Manufacturing Supply Chain

For illustration purposes, the manufacturing supply ci{d&C) represented in
Figure 3.7 is used, which is inspired in the supply chaingmésd in Nabais et al.
(2013h). Here the consolidation center has been replaceddbgnt manufactur-
ing three goods (Figure 3.7(b)). The MSC has four lewgls- 4 (source, manu-
facturing, distribution and end node levels) with a totahgf= 11 center nodes
connected through a total ef = 20 connections including production lines. The
MSC transports, = 6 commodities; three raw materials (commodities A, B and
C) generated at dedicated sources (center nodas76) and three manufactured
goods which are produced at center nGdeausing three production lineg§ to
coo for commodities E, D, and F respectively). The distributtemters (nodess
and79) and the end nod& receive all commodities whilst the end nod®s 81,
83, and84 only receive manufactured goods.

The inventory level over the MSC are monitored evehours. A time step of
2 hours is used. The transport/production delay per conmeditranslated into
the required number of nodes to capture the phenomena, bee3l4. For other
connections details see Table 3.2—3.4. The end nodes anefreclients from 8
am to 10 pm.

3.4 Modeling Network Nodes

From a macroscopic perspective, the different economiaainprs present in
transportation networks (Rodrigue et al., 2009), can begoaized into two main
classes: 1) the hubs where cargo is stored and can face pdramedality switch
towards the final destination and 2) the transport operatbrsh offer transport
capacity over different modalities between the existingshuAlthough all part-
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Parameters Production
C18 C19 C20
Source node TooTr T
End node TToTT T
Nodes fu.,) 2 4 6
Flows
Transport [hours] 6 10 14
Transport cost 0 0 0

Transport capacity 40 40 40

Table 3.4: Connection details for the manufacturing suppbin.

ners contribute to the main objective of a transportatiomvaek — deliver com-
modities — each one has its own objectives and conflictingatives can arise. In
this section attention is given to the modeling of inter@asi between the trans-
portation network nodes and the surroundings, e.g., betaaentermodal hub
and the transport operators that provide the transporcdgpa

3.4.1 Simple Nodes

A simple node can be for example a container terminal, ailligton center or

more generally an intermodal hub acting without the direfitience of other in-

termodal hubs or partners. Decisions regarding movingocarg related to some
cargo property. Common cargo properties are: destinatlar,time, weight,

volume, dimension, safety hazard, temperature. Cargodlheucategorized ac-
cording to the features that are important from the nodepeets/e. In this thesis,
the cargo presented at nodes is categorized into two massesa

Time Unvarying Class: cargo destination — allows cargo assignment to routes
such that the final destination is reachable;

Time Varying Class: due time to destination — used to include due time as a
distinguishing factor between cargo that has the samendeistn.

The complete set of commodities will be given by the combamedf both classes
presented above. The volume (potential) of cargo at a gigde nan only change
due to cargo arrivals or cargo departures. A cargo balante atode is sufficient
to capture this behavior (see Figure 3.8). For each demtinata state-space
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cargo arrival

Node Arc
(due time update

~—

cargo departure

N

Figure 3.8: Cargo balance at a node.

vectorx; is defined. This vector is used for creating the node stadeespectok,

F (k)
) .
. z _ XQ(k)
. E Xne (K
) "

wherex" (k) represents the amount of cargo with final destinatiand due time

j at time stepk, nq;, is the number of different due times (a time-varying prop-
erty) considered for commodity andn;, is the number of different destinations
handled (a time unvarying property). The state-space dians given by

Ntu

N = Ty, (3.40)
=1

The control action is the assignment of cargo to differemngport connec-
tions. So, for each connection at the intermodal hub (of truck, barge, train,
or other modality), it is necessary to specify the cargo tjttan® that is going
to be assigned per destinatiband due time/. The control action associated to
connectionn is denoted by,,,, and all control actions per connection are merged
to form the hub control action vectar,

- ull L -
* il
. z _ U.g(k?)
' u,, (k
i n"tundc,tu(k) ] ( )

wheren,, is the number of available transport connections at timp steand
Natoe = Nat,,, 1S the number of due times for destinatiop,. For each single



3.4. MODELING NETWORK NODES 91

available connection there arge decision variables. The control action dimen-
sionn, (k) = nyny,(k) is made time-varying. The number of connectiang k)
available at the node may vary over time corresponding fergift schedules.

Finally, the node model is based on the amount conservagoogmmaodity
with due time updates, and is given by,

x(k+1) = Ax(k)+ Bjyu(k)+ Bad(k) (3.42)
y(k) = Cx(k) (3.43)
x(k) > 0 (3.44)
B, € Bu (3.45)

whered is the disturbance vector related to the cargo arrival ferdirrent time
step with dimensiom, and is interpreted as an exogenous inguts the total
amount per destination, matri is related to the container storage with dimen-
sionn, x n,, matrix B, is related to the outgoing flow of containers and is time
varying depending on the current connection schedule virtiedsionn, x n, (k),

B, is related to the incoming flow of containers and has dimensiox n,,

B, is the set of all possible connection schedules at the hubdimension,,.
Model (3.42)—(3.45) contains the information that showdulsed in order to de-
fine the cargo assignment for the current time step. The-spatee matrixA
responsible for due time updates per commodity type is giyen

[0 10 0 ]

A, ... 0 001 ...0
A= 1 0 A= (3.46)

0 ... A, 000 ...1

1000 0

= Ngg; XNdg,
The following assumptions are made in the proposed approach

e between time steps andk + 1 it is not allowed to change the assigned
cargo, therefore the cargo assignment is done at the begioheach time
step and stands over the sample time;

e all cargo arriving at time step will only be assigned at the next time step
kE+ 1.

Lost cargo is the amount of cargo that is not assigned at tipgkssuch that
the due time to destination is guaranteed. The lost cargadht &me step is the
difference between the amount of cargo at sigk(of not respecting the due time
to destination) and the amount of cargo at risk assigned

Xlost(k) = Xri(k’) — Bdt’ku(k) = Adt’kX(k’) — Bdt’ku(k) (347)
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where the matrix paif 4, Batx takes into account only the available connec-
tions to respect the due time without tolerance and depemtiecavailable sched-
ule at time stef. Lost cargo can be used as an indicator of client satistaeinal
operations management performance. Consider the state-spctor for the ac-
cumulated lost cargo over time,

Llost,1 (k>
Xjost (k) = : : (3.48)

xlostmtu (k)

The proposed model (3.42)—(3.45) is augmented to incluttenration about
the lost cargoover time. The new state-space vector for the node is given by
Xag(k) = [ xT(k) xpbg (k) ]T. The augmented state-space model is based on
cargo volume conservation and due time updates and is given b

Xag(k + 1) A g 1 Xag (k) + Bag pu(k) + Bog ad(k) (3.49)
y(k) = CueXag(k) (3.50)
Xag(k) = 0 (3.51)
B... € Bu (3.52)

wherey is the cargo amount per destination, matridgs ., Bag x, Bag,a, andC,,
are the state-space matrices

(A o0 [ By
Aag,k - |i 0 I+Adt,k :| 7Bag,k - |: Bdt,k :| 5 (353)
Bq
Bag:{ ’ },cag:[c 0]. (3.54)

The lost cargo at each time step depends on the cargo duertshtb@minimum
transport time to a given destination which is captured byricesA ,, . andB,;
and is specific for each scheduleip.

3.4.2 Complex Node

A complex node describes a group of partners confined at agathyscation.

An example is the case of a seaport acting as a gateway betivedinterland
network and overseas trade (see node A in Figure 3.9). At posealifferent

commodities are handled such as containers, dry bulk aodilizprgo, and gen-
eral cargo. For each type of cargo there can be more than onmé available.

In seaports, the cargo assignment to the existent hintettansport network de-
pends on some cargo properties. It is assumed that cargampler nodes is
categorized in respect to three classes:
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Hinterland

B | A

PN

Figure 3.9: Transport network for seaport A. Circles repnéiubs and transport
connections are indicated by arrows.
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Figure 3.10: Seaport A as a network of terminals.

Time Unvarying Classes:

e cargo destinationy,. is the number of available destinations in the
transport network where the seaport is integrated,;

e cargo typen is the number of different cargo types at the seaport,
for example, dry bulk, liquid bulk, containers and geneeabo;

Time Varying Class: cargo due time to destinationy; is the number of different
due times considered, typically measured in days.

The number of time unvarying commaodities is giveny = ncinqe.

The complex node can be seen as a collection of the exigtisgb-nodes at
the main node (see Figure 3.10). Each sub-node has its otersgtace vectat;,
cargo arrival patterdl;, and cargo assignment vecioy. The seaport state-space
vector is given by

N
x(k) = Ppixi(k) (3.55)
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with lengthn,ng, whereP, ; is the projection from the sub-nodestate-space
setd; into the node state-space gét The sub-node state-space vector has length
ny; = nang If the sub-node is dedicated to one cargo type solely. Thgocar
arrival is considered an exogenous input and disturbs eadtingde state. The
cargo arrival at the node is given by

N
d(k) = Ppa.di(k) (3.56)

with lengthn,nq, WhereP,q; is the projection from the sub-nodelisturbance
setD; into the node disturbance sBt The cargo arrival pattern at each sub-node
d; has lengthn, ;. The control action of each sub-node is to assign the amount
of cargo per type, destination and due time to each conmeatithe node. The
number of available connections, (k) at the node at time stefpis considered
time-varying to allow different schedules over time. Thegcaassignment at a
node is given by

N
u(k) =Y Ppuui(k) (3.57)

with lengthn, (k) = ny,niwna, WhereP,,, ; is the projection from the sub-node
control action set/; into the node control action sét. The node stat&, cargo
arrival d, and cargo assignmemnt can be separable in terms of the sub-nodes
within it. The coupling is present in the form or availableasarces® — transport
capacity — at the node, so the following relation should tatldach time step,
among sub-nodes,

u(k) = > P ui(k) < O(K). (3.58)

Each sub-node inside the node is modeled based on cargatyuamserva-
tion and due time updates and is given by,

x;(k+1) = Aixi(k)+ B ui(k) + Ba,d;(k) (3.59)
yi(k) = Cixi(k) (3.60)
x(k) > 0 (3.61)
By, € Bn (3.62)

wherey; is the sub-node cargo quantity per destination, matuceB. ;, Ba.,
andC; are the state-space matrices, dhdis the set of all possible connection
schedules at the sub-node with dimensignMatrix By, ; is related to the outflow
of cargo and is assumed time-varying due to the possibifigifterent transport
schedules over time.
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3.5 Case Studies for Network Nodes

3.5.1 Intermodal Container Terminal

Consider a terminal integrated in a transport network caadoof3 different
classes of terminals (see Figure 3.9hinterland terminals (B, C, D} over sea
terminals (E, F, G) and deep sea terminal (A) acting as a gateway to the hinter-
land. According to the hinterland netwoulk, = 4, terminal A is also an available
final destination. One full day (24 hours) is considered a&stitme interval for
model (3.49)—(3.52). So, at the beginning of the day theacasgignment deci-
sion will be made based on the known information at that tithe:terminal state
and the arrival forecast or prediction. All cargo arrivinglee terminal is catego-
rized with respect to the final destination, and for each tarjgish based on the
due time is made. There are three due times (ftolm 3 days at maximum), so
ngt = 3 for all destinations.

The focus is on the interactions between the terminal andth®undings,
that is to say what connections are available at the terrorglpport the outgoing
cargo. The transport modal split indicates how the diffeteansport modalities
are used for the outgoing cargo at container hubs. It is asduihat there are two
quay areas for barges (Barge A and Barge B), two train gatag A and Train B)
and finally truck gate (Trucks). For more details on the teahstructural layout
see Section 3.3.1. The complete modelhas- 12 states anah, = 16 x4 x 3 =
192 control actions.

In this network we assume that four different routes are iptesssRoute 1,
Ri: (A, B, D); Route 2,R,: (A, B, C, D); Route 3R;3: (A, C, D) and Route 4,
R4 (A, C, B, D). Once routes are known it is important to set viahioutes are
available for each terminal gate and the respective de&tmand transport time,
see Tables 3.5-3.6. Regarding the truck connections, weesrin the morning
can reach all destinations in one day while afternoon depestreach destination
A in one day and all the other destinations are reachableordays. A total of
16 daily connections are available,, = 16. The terminal is able to export a
maximum of1430 TEU daily. However, the maximum capacity considering a one
day due time is onlg90 TEU. Terminal C is the terminal with the lowest capacity
to deliver cargo to with a one day due time, oAl TEU.

3.5.2 Seaport

Consider a seaport integrated in a transport network coetpoé4 intermodal

container terminals (see node A in Figure 3.9). Figure 3resgnts the seaport
schematics showing the existence of three termithal® 73 and the relations to
the available transport modalities for moving containessards the hinterland.
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Departure Berth A Berth B

Route  Duetime Route  Duetime
Morning Ry B1 Dy R: B1 Dy
Afternoon Rs Bi Cy; Do Ry C1 By Do
Evening Rs Co Do Rs Co Do

Table 3.5: Barge scheduled connections with transporttiBneneans destination

B is reachable il day).

Departure Train Gate A Train Gate B
Route  Due time Route  Due time

0 — 6 hours R4 B, Dy Rs Cy Dy

6 — 12 hours R, B;CyD; Ry C;BiDy

12 — 18 hours R3 Cq Dy Ry B1 Do

18 — 24 hours R3 Cy By Dy Rs By Cy Dy

Table 3.6: Train scheduled connections with transport {ily@aneans destination

B is reachable i day).



3.5. CASE STUDIES FOR NETWORK NODES 97

Sed Seaport
TerminalT,
TerminalT,
TerminalT;
i LI T
Barges Trains Trucks

Transport Operator

Figure 3.11: Seaport A structure and transport modalitiagable.

Cooperation at the seaport is beneficial for all economictdra: 1) the seaport
will assume the role of a reliable gateway to the hinterlahén& clients can have
multiple choices in dispatching their cargo; 2) the terrhimidl be integrated in a
reliable network free of congestion and therefore can es@ehe cargo through-
put, and finally 3) for the transport operator it is prefeeatd use all transport
capacity and suffer less waiting times between terminalsceAtralized coop-
eration approach is not likely to happen due to several legsidrawbacks. An
economical partner does not want to share all informatiagh ihird partner and
let this partner to take decisions. There is an autonomipseisent. Node A is
also an available final destination, s@. = 4. There are three due times for all
destinations (froni to 3 days at maximum), spy, = 3. Model (3.59)—(3.62) has
n, = 12 states. Regarding the terminal structural layout, equadiicderminals
(see Section 3.3.1), there are three transport modalitesept at the terminal:
two quay areas for barges, two train gates and finally thétgate. One full day
(24 hours) is considered as the time step for model (3.5%2)3Cargo quantities
are measured in TEU.

The network connections are the same as considered for ogle serminal
in Section 3.5.1. For minimum transport times per modalitg destination see
Table 3.5-3.6. Regarding truck connections, departurdgimorning can reach
all destinations in one day while afternoon departureshrei@stination A in one
day and all other destinations are reachable in two dayssiRglicity only one
schedule for daily connections is used= 1. A total of 16 daily connections are
availabley,, = 16. There arex, = 16 x 4 x 3 = 192 control actions. Destination
A is only reachable by truck modality which means that thiglaly will have at
least a share equal to the share of cargo to destination A.
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3.6 Conclusions and Discussion

Following a flow perspective a centralized model for tramsdmn networks with
multiple commodities concerning time unvarying and tinaewng properties is
proposed. Two distinct types of nodes are considered: canties for locations
with storage capacity and connections nodes to capturerdhsport phenom-
ena with limited storage capacity. Potential and flux infation is gathered into
the model. If connections nodes are numbered prush-pullflow perspective a
highly structured model can be obtained with no additiofifaire This inspired
the main system decomposition into smaller subsystemssdtealled transport
or production subsystems. This framework was used to camitiher the dy-
namics of spatially distributed networks such as (manufaag) supply chains or
spatially confined networks such as a container terminathénlatter case, the
container terminal is a node of a wider network — the contai@eninal network
— and the container flow network used to describe the flowslénsiis named a
subnetwork of the the container terminal network.

The transportation network was also addressed using a revdpective. In
this case the focus was on the interactions between the madthe surrounding.
A node can belong to one of two types: a simple node where ardyetement ex-
ists or a complex node where several similar elements ckisexn the latter case,
the different elements are named sub-nodes. Interactiomgsub-)node with its
surroundings can be divided into two types: direct intecactvith the transport
provider or interaction with other sub-nodes at its vigirtiat also interact with
the same transport provider. Therefore, from a node petigpedecisions are
related to assigning cargo to the transport capacity atisfgodal. A simple lin-
ear model based on volume conservation and due time upddestoibe cargo
evolution at nodes is proposed. The model was applied to a composed of a
single element or composed of multiple elements.



Chapter 4

Fault Diagnosis in Transportation
Corridors

After addressing continuous-time flow networks in Chaptear®d discrete-time
flow networks in Chapter 3, in this Chapter fault diagnosigr@amsportation cor-
ridors is addressed. Section 4.1 presents an overview affinenation available
in transportation networks. The multi-agent architectimrefault diagnosis in
transportation networks is proposed in Section 4.2. Thenregstem is broken
down into smaller subsystems to which an agent is assigreeth &gent in the ar-
chitecture is running the Distributed Fault Isolation ([P&lgorithm with limited
communications to the neighboring agents. In Section 4e3ptioposed multi-
agent architecture is extended to water conveyance netwdrk Section 4.3.1
typical faults considered in water conveyance systems i@septed. A Sensor
Fault Isolation (SFI) algorithm for diagnosing water depémnsor faults at water
conveyance systems is proposed in Section 4.3.4. The préma$ diagnosis is
presented in Section 4.3.5, including a fault intensitynestion. The ability of
the proposed multi-agent architecture to diagnose diftefault classes is vali-
dated with experimental data collected from an experimieataal in Section 4.4.
A controller scheme to accommodate the downstream watéh depsor fault is
proposed in Section 4.4.5.
Parts of this chapter have been published in Nabais et @22, 2013b).

4.1 Introduction

Infrastructures as water or gas distribution networkdficraetworks and supply
chains are some examples of flow transportation networkesélsomplex sys-
tems are usually spatially distributed crossing diffedistricts. As main features
they exhibit a transport delay and a storage ability. Theesgary higher system
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performance, the increase on transport demand, and morandiémg clients lead
to a complexity increase of transportation networks. Satatl reliability become
important system requirements. The quality of service isi@ripy in these sys-
tems. The existence of undetected faults, in particuldtaws, compromises the
overall system efficiency. The distributed character angelscale together with
many dynamic uncertainties make the fault diagnosis taskat ghallenge.

Different approaches have been developed in Fault Deteetnal Isolation
(FDI). Physical or hardware redundancy methods are a iwadit approach to
fault diagnosis which use multiple sensors, actuators antponents to measure
and control a particular variable. Major problems encorgttevith these meth-
ods are the extra equipment and maintenance cost, as wb# asglditional space
required to accommodate the equipment (Isermann and B#lI)1 This disad-
vantage increased the necessity of using other methodg user friendly and
cheaper. Analytical or functional redundancy methods eanded instead. These
methods use redundant analytical relationships amongusmeasured variables
of the monitored system (Chen and Patton, 1999). In the acalyedundancy
scheme, the resulting difference generated from the casgreof different vari-
ables is called residual or symptom signal.

4.1.1 Faults in Transportation Network Corridors

Transportation networks are generally composed of twod§pgemponents; links
responsible for the transport phenomena (flux) and nodesentedware com-
ponents are located for control reasons allowing somegaadility (potential).
Figure 4.1 shows an elementary subsysteai a generic transportation network,
composed of link and node, wherer,;_; is flow at node — 1, r; is the flow at
nodei, w; is the outflow along link. The control goal is typically the regulation

m;— m;
wi—/ i—1 w/ 1 wl_"_/

jink -1 (nodei-1. link i ( nodei ) link i+1

subsystermi

Figure 4.1: Schematic of an elementary subsystem of a toaragon network.

of the potential variable (liquid level in the case of a fradace flow, pressure for
pipelines, the quantity of stored products...) throughntfamipulation of the flow
variable. The potential variable, regulated by an autocrnatntroller, contains
limited information to fault detection and isolation. Thewl variable, which is a
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decision taken by the automatic controller, can be useddesacthe current sys-
tem state. The flow can be easily estimated from the knowlefitfee hardware
structure present in each node. Based on a flow approach tiecedi faults can
be isolated,

Outflow fault Fy): this fault accounts for the interaction between the sulesyst
and the surroundings, namely through unmeasured (unaazgdprwith-
drawals. As a consequence, the mass is no longer being vedserthe
subsystem;

Hardware fault F,: can be due to some hardware break with impact in the local
flow estimation but without any interaction with the surrdurgs. The mass
is still being conserved for the overall system. Howevartlie subsystem,
using a wrongly estimated flow, the mass is no longer beingewed.

In case of either an outflow fault or a hardware fault beindpisal at the subsys-
tem, it is said that a fault’» has been detected at the subsystem.

4.2 Multi-Agent Architecture for Fault Diagnosis

The multi-agent architecture starts by dividing the tramsation network into a
set of subsystems (composed of a link and the correspondimgsiream node) to
which an agent is assigned to execute the subsystem faghaba (Negenborn,
2007). Through this distributed approach, the commuroaaif a large amount of
data into a single decision center to execute the systemdegnosis is avoided.
Information exchange is thus limited to neighbor agentditegato a reduction of
communications in the overall system. Each agent will rienDistributed Fault
Isolation (DFI) algorithm, based on the mass balance laciand is able to
distinguish between outflow and hardware faults (see Sedtib.1).

4.2.1 Fault Detection

The mass balance equation for a transportation subsysteturea the relevant
dynamics through the following relation (Weyer, 2001),

d

dt
whereV is the amount per commodity along linkplus nodei, and¢ stands for
the continuous time (see Figure 4.1). When an automatic@osystem is im-
plemented associated to a transportation subsystem giolateon of the potential
at the node, it is reasonable to consider that the variatidha amount per com-
modity is close to zero at the node. Moreover, the objecthaetoansport link is
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to move commodities between nodes and not to store them.nfesghe change
in the amount per commodity at the link and nade negligible,%\/(t) ~ 0.
Considering discrete timi, the previous equation can be written as,

mi—1(k — 1) — 1 (k) — wi(k) = 0. (4.2)

wherer; is the transport delay from node- 1 to nodei. Using flow estimations it
is possible for a given agento determine the mass balance residual at subsystem
i,

wi(k) = m;—1(k —7;) — my(k). 4.3)

For now, assume that the existing fault is located at subsysand the surround-
ing subsystems ( 1 and: + 1) are fault free. A positive value fay; reveals the
presence of an outflow and a negative value indicates an inflowass balance
alarm f,,. will be triggered if a threshold,, is violated,

wilk) 2 0u(K) = fu(k) =1 4.4)
For fault detection, ageritneeds to communicate with the upstream agentl
to receive information about the upstream inflow.

4.2.2 Fault Isolation

The mass balance residual determined by ageésitnot sufficient to isolate an
outflow fault at subsystem The alarmf,, (k) can be triggered if the related
hardware is in a faulty mode. It is important to note that kanck faults located

at node do have impact on the estimated flow done by agehhe flow at node

is used either by agentaind agent + 1 to determine the mass balance residual at
subsystem and subsysterit-1. Consider the mass balance residual at subsystem
i. Substituting in the mass balance residual for subsyster one obtains:

wi-l—l(k) = mi_l(k’ — T; — 7'7;_|_1) — wl(k‘ — Ti—i—l) — mz+1(k) (45)

If the mass is being conserved for the overall system, alerflmivs are identical,
and the relation simplifies @, ; (k) = —w;(k — 7;41) which is consistent with
the fact that a hardware fault has an opposite impact on tiss badance residuals
determined by adjacent agents. This information can betos@wceed with fault
isolation and requires communication between agant agent + 1. Define the
extended mass balance residual:

sz(k’) = (.UZ(]{? — 7'7;_|_1) + wi—i—l(k)' (46)
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An extended mass alarifia,,, will be triggered if a threshold,,,, is violated,

Awi(k) > dau; (k) = faw, (k) =1
{ Awi(k) < dpw, (k) = faw, (k) =0 (4.7)

Once the alarms for mass balanfe and extended mass balante,, have been
determined, agent is responsible for subsystemfault diagnosis. The trans-
port delay has to be taken into account when combining batidwal alarms, so
fu;(k — 1i41) is combined withfa,, (k) leading to 4 scenarios (see Table 4.1).
Some assumptions are made:

1. if a fault is present at subsystenthe alarmf,, is triggered. In this case,
agenti will use the information contained in the alarfi,,, to isolate the
fault;

o if fa., iStriggered then agentconsiders that subsysterrs facing an
outflow;

e if fa,, IS Not triggered this means that agentndi + 1 have deter-
mined symmetrical flow variations, the existent fault isessarily due
to a bad flow estimation, the hardware fault at subsystennsolated,;

2. in casef,, is not triggered it is assumed that there is no fault present a
subsysteni. Wheneverf,,, is triggered, agentassumes that this is due to
a fault located at the downstream subsystem which is regipbitysof agent
v+ 1.

fu,(k—Tiv1)  faw, (k) Detection Isolation
0 fault free

1 fault free

0 Fb=1 FL=1
1 Fh=1 Fy=1

0
0
1
1

Table 4.1: Fault diagnosis at agenising the DFI algorithm.

Agent: only needs to evaluate two mass balances (4.3) and (4.6etutxthe
DFI algorithm. Equation (4.6) can be written using only floviarmation,

Awi(k) = mi—l(k’ — T — Ti-l—l) - mi—i—l(k) (4.8)

which is equivalent to compute the mass balance directlwéxen node — 1

and node + 1. Agent: only needs node flow estimations from agént 1 and
i + 1 to run the DFI algorithm. Fault isolation is done by ageémstablishing
communication solely with the upstream and downstreamtagen
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Agent

Flow i—1 i i+l

fwi—l fAWi—l fwi fAWi fwi+1 fAWH—l
mMi_o v v
mi_1 v v v
m; v v v v
Tig1 v v
M2 v

Table 4.2: Impact of estimated node flows into residyalsand fa.,

4.2.3 Correction Due to Neighbor Faults

So far, the presented algorithm assumes that the existirigisalocated at sub-
systemi and the surrounding subsystemis<1 andi + 1) are fault free. If all
information agent receives is assumed to be true, then the fault diagnosisecan b
done in parallel with other agents. When a hardware faudictdfthe flow esti-
mation of the upstream agent, this erroneous informatitectsf the downstream
agent diagnosis (see Table 4.2).

Each residual at agenthas as reference the upstream flaw, ,, which mo-
tivates an upstream to downstream approach. Once a harfavdirés detected
at agent;, the agent should communicate with the downstream agernetig-
ual (4.3). Instead of all having agents solving the DFI alhon in a parallel way,
agents will solve the DFI algorithm in a hierarchical wayndlly, the hierarchical
approach for agentleads to the update of (4.3) by the following relation:

(.UZ(]{?) = mi_l(k’ — 7'7;) — ml(k) N Fl—_l(k’) =0
. . o (4.9)
(.UZ(]{?) = mi_l(k — Ti) — ml(k) —+ (.Ui_l(]{f — 7'7;) s FH (k’) =1
and the extended mass balance residual (4.8) is updated by:
{ Aw,(k) = mi_l(k? - TA) - ml+1(k) ,Flg_l(k) =0
sz(k) = mi_l(k? — TA) — mz+1(/€) + wi_l(k: — TA) ,F}I_l(k) =1
(4.10)

whereta = 7; + 711. When a hardware fault is present at subsysieml the
hierarchical correction can be seen as a mass balance egtémdards the up-
stream direction neglecting the faulty hardware. Figuptesents a schematic
configuration of the DFI algorithm which is described in Algbm 3 from an
agent perspective. Agenis able to isolate an external outflow fault and a hard-
ware fault communicating only to neighbor agents. With feaure a distributed
fault diagnosis for the transportation corridor is achdeve
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i—1 pai—1 ; ; il il
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Subsystem-1 < >: Subsystem < >: Subsystemi+1

Figure 4.2: Schematics of the Distributed Fault Isolatid& 1) algorithm.

Algorithm 3 Distributed Fault Isolation (DFI — following an agent pegspive)
1: repeat
2: estimate local flowi;
send the estimated flow to the upstream agent
receive a flow estimation from the downstream agent
receive the estimated flow, the mass balance residual (Ad3) a
fault diagnosis from the upstream agent
determine the residuals using (4.9) and (4.10)
determine the triggered alarms using (4.4) and (4.7)
diagnose the subsystem state using the rules in Table 4.1
communicate the estimated flow, the mass residual (4.3)auld f
diagnosis to the downstream agent
10: communicate the diagnosis to a coordinator
11: until final time is reached

gk w

© o N
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Figure 4.3: Block diagram for adaptive thresholds.

4.2.4 Fault Estimation

The residuals generated by the DFI algorithm can be used ngestimation of
the fault intensity. Using the mass balance informationlaloke from (4.3), agent
i can have an estimation of the outflow fault present at suesyistin the form of
a commodity withdrawal. The estimation can be determinddlasvs,

FE (k) = wi(k) - Fiy (k) (4.11)

An estimation of the impact of a hardware fault at subsystean be determined
by agent as follows,
Fiy, (k) = wilk) - iy, (k). (4.12)

In case of a node obstruction, (4.12) gives an estimationamn to update the
maximum admissible flow at that subsystem.

4.2.5 Robustness to False Alarms

The use of adaptive thresholds is convenient to handle thengstion that the
variation in the amount per commodity at subsysteiginegligible during tran-
sients (Isermann, 2011). This assumption is affected byetheback controller
behavior while rejecting outflows or accommodating hareéwfaults. Recently
adaptive thresholds were proposed in in Puig et al. (2008)reHashemi and Pisu
(2011). In this thesis agenuses the adaptive thresholds proposed in Hofling and
Isermann (1996) which enables an easy implementation in Pt@yrammable
Logic Controller), commonly used in transportation netkgyrand requires a low
computational effort. The threshold is composed of threemanents (see Fig-
ure 4.3):

e a constant term,,, which should account for the uncertainty in measure-
ments due to sensor noise;

e alinear termy;;,, to account for deviations from the nominal measurement;
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e a dynamical term to account for transients induced by thdldaek con-
troller when rejecting an outflow or accommodating a hardwault. The
contribution is divided into a high pass filter and a low passrfiThe domi-
nating time constant of the process sets the guideline¢atsiine constants
71 andrs. The high frequency gaigf of the high pass filter is set based on
the model uncertainty.

Setting the parameters of the adaptive threshold is depéndéghe infrastructure
and the feedback controller performance.

Algorithm DFI make its decision algebraically at each tinbeps which may
generate a large quantity of false alarms due to model wingyrttransients, and
sensor noise. In order to reduce the number of false alarenagproach is im-
proved with the capability of incorporate some process Kadge related to the
subsystem transport delay to activate the alarms. A movindaw is applied by
agent; to each alarm,

5(1{3) _ ZTZO (k - T)

T, +1

(4.13)

and the alarm is triggered at time stepf(k) = 11if £ < (k) < 1, where¢

is the minimum admissible ratio between the number of trigdealarms inside
the moving window and the window size. The window stzeshould take into
account the subsystem transport delay, i.e. the longeraheportation corridor
the larger value of,. If ¢ is centered then the behavior is symmetrical to trigger
and clear the alarm. if > 0.5 is used than the alarm will take more time to be
triggered than to be cleared.

4.2.6 Discussion

The DFI algorithm takes as assumption that the transportatibsystem is being
controlled by a feedback controller. Under this assumpgtervariation of amount
per commodity in a transportation subsystem can be cormidmgligible,ditv ~

0 in (4.1). Moreover, the amount per commodity at the link otiyvanges while

moving commaodities between nodes.

Fault intensity plays an important role concerning faultedéon and isola-
tion. The existing fault should have an intensity such thatimpact, on mass
balance residuals is not confused with sensor noise. Thighéensity is critical
when faults of different classes are present at the samengigiboring transport
subsystems, due to opposed symptoms that can cancel eash éiart from
fault intensity combinations, the algorithm can detect eothte the presence of
outflows and hardware faults at a given transportation stbayor along a trans-
portation corridor.
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A limitation arises when an outflow and a hardware fault aesent at a sub-
system at the same time. In this case, the DFI algorithm cé&nisolate one
fault class, the fault isolation will return a single fauftaoclass depending on the
residuals generated. The fault isolation is done partially

4.3 Fault Diagnosis in Water Canals

Regulation of water depths in canal pools based on feedbakadlers can lead
to improvements in water spillage (Malaterre and Baume 81®huurmanns
et al., 1999; Litrico et al., 2005; Weyer, 2008). Three d#fet type of faults are
commonly encountered on water canal networks (Bedjaoui,e2@06): (1) out-
flows at a given pool, (2) actuator faults and (3) water deetiser faults. Locally,
a water depth sensor or an actuator fault can have a simifadtas an outflow.
Although feedback controllers may accommodate gate fatliesy are not de-
signed for this purpose. For instance, even if a gate fadtommodated, the
system shifts from its nominal operating condition posslbhding to unwanted
interactions with neighboring water structures. In casa @fater depth sensor
fault the water canal network will no longer deliver the agteszolume of water
to the client and service can be compromised, with possibfgact on system
integrity.

Fault diagnosis in water canal networks is a current actgearch field.
In Bedjaoui et al. (2006) a fault detection and isolationesok based on a bank
of observers is proposed to detect and isolate non simualtenaults. Unmea-
sured outflows are distinguished from other faults in Bedlj&b al. (2008) using
data reconciliation based on Kalman filtering, but addd@iomeasurements for
the flow velocity are required. The leak detection preseirtéileyer and Bastin
(2008) is based on a volume mass model and generates a tesglegenting the
mismatch between the model and the observed data althougbnsiderations
about other faults are considered. In Bedjaoui et al. (2@0RBuenberger type
observer based on Saint-Venant equations is used to estthesize of a water
leak. In Bedjaoui and Weyer (2011) a comparison betweeprdifft approaches
for leak detection, estimation, isolation and localizatie presented, having as
limitation the assumption that only a single sensor fauit l@ak may occur. Fault
tolerant control in irrigation canals has been tackled bgyCind Weyer (2008) in
an approach based on observers and reconfiguration comtratiggate the pres-
ence of a fault.
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4.3.1 Faults in Water Canals

Water canals are usually set to work with desired water degitbpecific locations
which are controlled using hydraulic structures such asgyathe following faults
in water canals can be found (Bedjaoui et al., 2006),

Outflow Fault: this type of fault accounts for client offtake, unauthodzeater
withdrawals and existing leaks in the canal structure thatozcur along the
canal pool, not necessarily confined to the canal pool dowast location.
A typical example is a gate to a lateral canal or an escape nopefdy
sealed;

Gate Fault: this fault accounts for either a gate obstruction (by sedisier ex-
ternal objects) or a gate not properly sealed. These faattde modeled as
a bias in the gate position and affect directly the gate flanmegion. If the
gate is partially obstructed the feedback controller adlyedecides to open
the gate and the desired water depth can still be guararteedault has
been accommodated. In case of an obstruction, the gatagaduivalent
to a bottleneck an compromises high flows if required. Thét flalated
to the gate position sensor is not included as modern gatesthair own
in-built systems for detecting this type of fault;

Water Depth Sensor Fault: depending on the sensor location this type of fault
has different impact on the system behavior. When the semssed exclu-
sively for monitoring issues the impact is reduced but if skasor is used
for feedback the impact is critical. Without additionalonfation the feed-
back controller will be deceived and will follow the erronesoinformation,
compromising the quality of service and security (for ins&, overtopping
phenomena may occur).

Typical faults in water canals can be categorized into els$msed on their
nature and impact on the estimated canal pool behavior.idrthibsis, faults are
categorized into three major classes (see Figure dutjtow faultsF,, hardware
faults Fy; andwater depth sensor fault8s. Hardware faults compromise the
gate flow estimation, can be either a gate fagf or a fault located at a water
depth sensor, named a hardware sensor faylt These two faults have a similar
impact locally as they are responsible for an erroneousflgateestimation. The
feedback controller can accommodate a gate obstructiompéeRging the gate but
is unable to react adequately to a hardware sensor faulerfapth sensor faults
are divided into a downstream sensor faldit (with impact on flow estimation)
and monitoring sensor faultss, (with no impact on flow estimation). A fault
detected in the canal pool triggers the canal pool faglt Faults location in a
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Canal Pool Faults

i
SFI , 1 _ DFI
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Water Depth Hardware Faults Outflow Faults
Sensor Faults  F& Fi F¢,
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Figure 4.4: Fault classes at canal paol

Figure 4.5: Fault location at a generic canal pool

canal pool are indicated in Figure 4.5, wheitgis the flow at gaté andw; is the
outflow along canal poal

4.3.2 Multi-Agent Architecture for Water Canals

The multi-agent architecture for fault diagnosis propasetbmposed of two al-
gorithms:

Distributed Fault Isolation (DFI) Algorithm: responsible for isolating out-
flows and hardware faults along the water canal, the algarhis a dis-
tributed nature (see Section 4.2);

Sensor Fault Isolation (SFI) Algorithm: responsible for isolating water depth
sensor faults along each canal pool, the algorithm behadependently in
each canal pool.

The water canal network is broken down into several subsyst®mposed of
pool: and downstream gate(see Figure 4.1). This division is in accordance to
practical implementations, where a dedicated PLC resptenfgir data acquisition
for each canal pool plus a downstream gate co-exist. An agemesponsible to
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run both algorithms (DFI and SFI) to proceed with fault diagis at subsystern
Agenti is also responsible for estimating the gate flayat subsystem

The flow estimation for overshot and undershot gates can tsenel from
two different perspectives: first principle models and dditi@en models. In
case first principle models are used, the gate flow can be asithtonsidering
free flow conditions for the overshot gate and submergeditiond for undershot
gates (Chaudry, 2008), and is given by (2.25) and (2.26peas/ely. For data
driven models, the flow over an overshot gate in free flow, sgeré 2.3(a) on
page 39, can be approximated by (Eurén and Weyer, 2007),

[SI[oY

mg(t) = c- [Yu(t) — Yg(t)] (4.14)
wherec reflects the gate geometric configuration and the dischavg#icent.
For an undershot gate, see Figure 2.3(b) on page 39, thevioiapproximation
is often adopted,

mg(t) =~ c- Yy (t)/Ya(t) — Ya(t) (4.15)

wherec includes the geometric and hydraulic gate characteristics

4.3.3 DFlI Algorithm for Water Canals

The DFI algorithm has been proposed for a generic trangpmnteorridor in Sec-
tion 4.2. The extension for a water canal is straightforwaBhsed on a flow
approach two different fault classes can be isolated (spa&i.4):

Outflow Fault F},: this fault class accounts for lateral outflows at subsystem
either in the form of leaks or water withdrawals. In the preseof outflow
faults, mass is no longer being conserved at subsygtem

Hardware Fault F;I this fault class is caused by a hardware fault (a gate ob-
struction or a downstream water level sensor fault) withaston gate flow
estimation for agent Using only local information this fault has a similar
effect as an outflow fault for agent However, mass is being conserved for
the overall system.

DFI Algorithm Discussion

When an automatic control system is implemented to regubetedownstream
water depth it is reasonable to consider that the variatiomater volume in the
canal pool is close to zero. In this case, for the water volumaepool to change
it is necessary a change in flow. Changes in flow are introdbgefitedback
controllers while rejecting outflows or accommodating haack faults along the
canal.
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Apart from fault intensity combinations, the algorithm adgtect and isolate
the presence of outflows and hardware faults (as gate ohistra©r downstream
water depth sensor faults) at a given pool or along neighggeools. A limita-
tion arises when an outflow and a hardware fault (gate oligtruor water depth
sensor fault) are present at a given pool and at the same timthis case, as
the algorithm can only isolate one fault type, the faultasioin will return a sin-
gle fault of a type depending on the residuals generateds [irhitation can be
reduced using information from the SFI algorithm which iglidated to isolate
water depth sensor fault (see Section 4.3.4).

Methods presented in Weyer and Bastin (2008) and in Bedjaodi\Weyer
(2011) generate and evaluate residuals related to dovanstweater depth. The
proposed approach generates and evaluates residualgydirem the estimated
gate flows and is able, in a unified framework, to detect, tepknd estimate faults
of different classes. The proposed methodology is morentateto monitor out-
flows over time while methodologies in Weyer and Bastin (G0®&] in Bedjaoui
and Weyer (2011) are more suitable to deal with small leales time.

4.3.4 Sensor Fault Isolation Algorithm

A sensor fault can be detected by comparing the data avaifedrh water depth
sensors with the expected canal pool backwater. The wapéh ééong the canal
pool can be estimated using either first principle modelsaAK2006; Litrico
and Fromion, 2009) or data driven models (Sousa and Kayn@l2; Zurén and
Weyer, 2007). Data driven models are specially suited tbwlitl channels (Ooi
et al., 2005) and whenever the canal pool does not have aatdnsbss sec-
tion due to civil engineering structures such as tunnelghsygs, aqueducts and
bridges. First principle models can also be applied to chEnfroo et al., 2010).

Fault Detection

Using first principle models, the free surface flow in canadlpas well modeled
by the Saint-Venant equations which are hyperbolic padifétrential equations
capturing mass and momentum equilibrium. In a steady-statéguration the
Saint-Venant equations become (Litrico and Fromion, 2009)
dY (x) So(z) — St(z)
— = = v 4.16
dx 1— F?(x) (4.16)
allowing, for a nominal flonQ,, the backwater determinatiori(z) as long a
boundary condition for the downstream water depth is givVe(y,).
The SFI algorithm starts by assuming that the gatheredrnrdton from the
canal pool is error free. The water depths along the candlgg®ubsystem are
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estimated using the available downstream informatiorinfesgéd gate flow and
data from the downstream water depth sensor), as inputhéofirst principle
model (4.16) or the data driven model used.

Consider a generic canal paokith j water depth sensors wheje= 0 means
the upstream location whil¢ = n;, means the downstream location (see Fig-
ure 4.5 on page 110). Once the water depths along the caniaigoestimated,

Y;(k), the residuat (k) between the sensor valiig(k) and the estimatiol; (k)
can be calculated for time stép

ri(k) = Y;(k) — Y;(k), (4.17)

for all locations excepf = ni. The sensor alarnfiy, (k) will be triggered if the
thresholdsy, (k) is violated,

{ ‘T](k‘)‘ > 5Y3(k) = ng(k) =1 (4 18)
[ri(k)| < dy;(k) = fy;(k) =0 '

If at least one sensor alarm is triggered then the detecfiarsensor fault at canal
pooli is triggered Fs = 1.

Fault Isolation

One way to access the status of the water depth sensors imfmut®the sum of
all triggered alarmgy, at time stepk,

TLL—l

k) = Z fv, (k) (4.19)

The following typical scenarios may occur:
e T,(k) = 0, which means that there are no sensor alarms triggered;

e T,(k) = 1, there is only one sensor alarm triggered and the faultilocad
given by the corresponding alarfi (k), that is to say, (k) = 1;

e T,(k) = ny, — 1, means that all water depth sensors frpm 1,...,ny, — 1
are triggered. For this configuration, most probably thenmfation used
for estimating the pool water depths (backwater) is not isbeist with the
pool real stater,;(k),Y (L, k)). Thus, the SFI algorithm will trigger the
alarm f,,, related to positiom;,. To reduce the number of false alarms an
additional test is added, all water depth deviations to Xipeeted backwater
should be inside a bound. The alafm (k) is only triggered if the following
condition holds:

— (k)

’Z;LO rp(k) < by, (k) (4.20)
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Algorithm 4 SFI Algorithm following an agent perspective

1: repeat
2: if DFI Algorithm is being usedhen
3: use the gate flow estimation; available
4: else
5: collectY,, Y, andYj locally
6: estimate the gate flowvir; using either (2.25)—(2.26) or (4.14)—(4.15)
7 end if
8: estimate the pool backwater (4.16) with boundary conditibp Y, )
9: determine the sensor residuals using (4.17)
10: determine the triggered alarms using (4.18)
11: determine the number of triggered alarms using (4.19)
12: if no alarm is triggerethen
13: no sensor fault is present
14: else ifonly one alarm is triggerethen
15: a sensor fault exist at the location related to the triggatatn
16: else ifall alarms are triggerethen
17: if all sensor residuals verify (4.20)en
18: a sensor fault exists at the downstream location
19: end if
20: end if
21: communicate the diagnosis to a coordinator

22: until final time is reached

for j = 0,...,n — 1 wheredy, (k) is the threshold for the downstream
sensor fault;

e for other values off;(k) the fault isolation is undecided.

The downstream water depth sensor fatilt is isolated if alarmsfy, with

j = 0,...,ng, are triggered. This fault class belongs to the hardware tats

(see Figure 4.4). In order to gain some robustness to faleetitn, the adaptive
thresholds and averaging windows presented in Sectiob dr2.used to trigger
the alarmsfy,. Algorithm 4 presents the SFI algorithm following an ageet-p
spective.

Fault Estimation

The fault intensity of a water depth sensor is estimated égtiiresponding water
depth residuals; (k) for sensor faults fromi = 0, ..., n;,— 1. For the downstream
location, the fault intensity is expected to be associati the residual average
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(k) along the canal pool. The estimated value for the water deptitialized
by Y, (k) = Y, (k) + v(k). The estimated fault intensity, depends on the
downstream water depth that generates a backwater whidimmes a weighted

sum of sensor errors along the canal pool and is given by:

ny,—1

By (k) = Yo (k) — argg, min Y i [V;(k) = Y (k) (4.21)

J=0

where the water depths estimatio?i,s{k) have to be in accordance with (4.16),
andy; are weights that translate the estimation accuracy forveggth at loca-
tion j. The estimated fault intensity for the downstream watethlspnsor fault
can be used by fault tolerant controllers to restore there@svater depth at the
canal pool (see Section 4.4.5).

SFI Diagnosis Discussion

In the presence of several triggered alarms, the faulttisolas complex. If all
sensor alarms are triggered and water depth deviationgsiceia bound around
the estimated backwater a fault at the downstream senswiated.

At the cost of additional water depth sensors the SFI algaris able to de-
tect and isolate a critical fault for the quality of serviaeyided by water canals.
Using only three water depth sensors (positioned at upstreanter and down-
stream locations), the simplest SFI algorithm configuraisoobtained. For canal
pools equipped with upstream and downstream water depsiossiit is sufficient
to introduce an extra water depth sensor. The proposed@olyives additional
information either in a fault free or in a faulty situation \ehthe hardware redun-
dancy (a second sensor located downstream) only introchesegnformation if a
fault occurs.

4.3.5 Process Fault Diagnosis

The complete multi-agent architecture for fault diagnasisbtained by merging
the diagnosis from the DFI and SFI algorithms. In Table 4e8ithpact of consid-
ered faults in the residuals generated by each algorithmesepted. There is an
overlapping diagnosis in respect to the hardware faylt(see Figure 4.4). The
SFI algorithm can isolate correctly the downstream seradt ;. while the DFI
algorithm can only isolate a hardware fadl;, regardless being a gate obstruc-
tion Iy, or a downstream water depth sensor fault. The following eetjal rules
are used for the aggregation of both algorithms:
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DFI SFI

Fo Fgy Fy anL_l FSnL—2 Fg,

Jow 1 1 i

DFI Faw 1 0 ) ) ) )
fY"L - - 1 0 o ... 0
fYnL—l - - 1 1 o ... 0

SFI fYnL_2 - - 1 0 1 0
v - - 1 0 o ... 1

Fy

Table 4.3: Faults impact in the DFI and SFI alarms.

1. the gate faultf'’y, is triggered if a hardware faultfz, is detected by
the DFI algorithm and there is no downstream water depthosefasilt,
FHg :FH'FHS;

2. the hardware faulk’; is the logical sum of a gate fault with a downstream
water depth sensor faulkyy = Fy, + Fg,;

3. the pool faultFs is the logical sum of outflow, gate and water depth sensor
faults, Fp = Fp + Fy + Fs.

The process fault diagnosis is described in Algorithm 5. &ksumption that

when a downstream sensor fault is present at pdloére is no gate obstruction
occurring at the same time introduces a limitation. It is amgnt to recall that

these two fault classes belong to a hardware fault (see &igudr). The isola-

tion of a hardware fault is still done successfully, whicim ¢ used to launch
maintenance and recover nominal operating conditions.

4.4 Experimental Results in Water Canals

The multi-agent architecture for fault diagnosis is tesiedhe experimental wa-
ter delivery canal (Rijo, 2003) hold by the Hydraulics anch@aControl Center
(NUHCC) from theEvora University, Portugal (see Section 2.3.1 and Figut2,2.
on page 49 and 50, respectively).

4.4.1 Experimental Considerations

In accordance to the multi-agent architecture, fault disggmagents are assigned
to each canal pool. The water depths in the canal pools aafiyamontrolled by
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Algorithm 5 Process Fault Diagnosis

1: repeat
2: collect current diagnosisio, Iy, Fy,, Fs,
3: if there is a downstream sensor fakili, then
4. FHg =0
5: FH =1
6: else ifa hardware fault is isolated by the DFI algorithig then
7. FHg =1
8: FH =1
9: else
10: FHg =0
11: FH =0
12: end if

13:  fault detection at pool is given bip (k) = Fp + Fiy + Fs,
14: until final time is reached

AU AUz AUs3 AUy Min W1 W2 W3 W4 AY1 AYs AYs AYy

e L L

U ! . g
U,2 pu N Exp. Water Canal Yf - n ;
d (SCADA Interface) —
U, + " —

N

Figure 4.6: Fault implementation at the experimental weaeral.

Pl feedback controllers (Litrico et al., 2003). Three distiintermittent faults (Is-
ermann, 2011) were tested on the canal (indstands for canal pool):

Downstream Outflow Fault at Pools, F},: this fault is imposed directly through
the set point sent to the offtake;

Gate Obstruction at Pooli, F}'{g: for security reasons, this fault is imposed
through software adding a biasU; before sending the desired gate ele-
vationU; to the SCADA interface (see Figure 4.6);

Downstream Water Depth Sensor FaultF}, : for security reasons, this fault is
implemented through software adding a hisg; to the water depth avail-
able at the SCADA interface to construct the value that noosithe water
depthY; (see Figure 4.6).

Gate flows and water depths are estimated using first pranangldels which
have an acceptable level of accuracy for this system (biteical., 2005; Nabais
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residual T T2 T3 Oun Oug

flow 40 100 40 0.1 0.002
water depth 80 200 30 0.2 0.008

Table 4.4: Parameters used for the adaptive thresholds.

and Botto, 2013). The multi-agent architecture is testetiiee different scenar-
ios:

1. only one fault class will be present at each time step (setd 4.4.2);

2. simultaneous faults occur at the same canal pool and tiepe(see Sec-
tion 4.4.3);

3. sequence of faults of the same class occur along the watel (see Sec-
tion 4.4.4).

The first two tests are designed to access the performancdanfitadiagnosis
agent while the third test is designed to test the interacimong fault diagno-
sis agents in the presence of faults along the canal. Fore8testenarios the
system has a nominal flow:,;,, = 0.045 m?/s and downstream water depths
(Y1 Y, Y3 Y, | =[0736 0.674 0.634 0.4 | m. The transport delay for
each canal pool is similar and approximately= 15 s. Sampling time id.5 s.
Table 4.4 presents the values used to construct the addpteghold for mass
balance and water depth residuals. Thresholds for massdeatasiduals are as-
sumed equabd,, = Jda,, While for the SFI thresholds are set equal along each
canal pooby; = dy; = dy;. For reducing the ratio of false alarms, a vajue 0.5
was used in (4.13).

4.4.2 Single Faults

Three different tests were conducted to validate the naglént architecture abil-
ity in detecting, isolating and estimating the outflow, galtstruction and down-
stream water depth sensor faults for different fault intes Intermittent faults
were introduced at po@ and at each time step only one fault is present.

Gate flows, estimated using (2.26), are shown in Figure ¥ aid water
depths are shown in Figure 4.7(b). Gate flows and water depehthe necessary
information for the multi-agent architecture. The feedbaontroller is usually
designed to keep water depths constant over time, whiletnegeoutflows and
accommodating hardware faults, at the cost of gate flows géteeflow can vary
significantly depending on the feedback controller behavioFigure 4.7(a), for
the last two faults some gate flows suffer an overshot clo88%o This variation
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Figure 4.7: Estimated gate flow and water depths for an ouféoNt at pool2.

Fault Time to Detect Time to Isolate L

Estimation

Num. Start End Intensity Start End Start End [m?/s]
[s] [s] [m] [s] [s] [s] [s]

1 411.0 1312.5 0.0055 100.5 28.5 100.5 28.5 0.0059
2 1911.0 2814.0 0.0079 45.0 25.5 87.0 25.5 0.0079
3 3411.0 4167.0 0.0101 39.0 28.5 76.5 28.5 0.0102
4 4911.0 5670.0 0.0126 36.0 28.5 81.0 28.5 0.0130

Table 4.5: Agen® performance for outflow faults at podl(estimation refers to
the average value).

affects the variation of water volume at paolThe flow variation do has impact
on fault detection and on a correct fault isolation.

For the diagnosis of outflow faults the test consisted in fowtflow faults
with different intensities, from 3% to 29% of the nominal flow. Figure 4.8(a)
shows that both mass balances residuals stay outside gshthd limits once a
fault has started. As soon as the fault disappears mas<ealagcover a residual
value between the upper and lower thresholds. The wateh dgpisor residuals
indicated in Figure 4.8(b) remain between upper and lowesstiolds with the
exception of a short period of time. The time taken to detadtiaolate a fault
decreases with the increase of fault intensity (see Table Bor the last fault, the
time taken, is close t@r; and57;, for detection and isolation times, respectively.
The time needed to clear a fault detection or isolation islamtlose ta27; and is
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Figure 4.9: Agen® performance for an outflow fault at po®l

not significantly affected by the fault intensity. With threrease in fault intensity
the proposed architecture starts by isolating a hardwar, filor a short time

(see Figure 4.9(a)). Once the transient due to the feedbaatkotlers is less
notorious, the outflow fault is correctly isolated. The fagtimation is depicted
in Figure 4.9(b).

Agent2 performance for gate obstruction diagnosis is indicatethiole 4.6,
Figure 4.10 and Figure 4.11. For the present configuratimhif@cture parame-
ters and feedback controller performance) the first gatié fauthe second gate
is almost detected (see Figure 4.10(a)). With the increagault intensity the
fault detection is clearer (see Figure 4.10(a) and 4.1H))there is less false
fault resets. Relatively to sensor residuals they stagéeie threshold limits ex-
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Fault Time to Detect Time to Isolate

Estimation

Num. Start End Intensity Start End Start End [m¥/s]
[s] [s] [m] [s] [s] [s] [s]

1 397.5  999.0 —0.02 60.0 13.5 60.0 13.5 —0.0055

2 1597.5  2499.0 —0.03 52.5 18.0 52.5 18.0 —0.0070

3 3397.5 4299.0 —0.04 24.5 21.0 34.5 21.0 —0.0097

Table 4.6: Agen® performance for gate obstruction at pQolestimation refers
to the average value).
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(a) Mass balance residuals. (b) Water depth sensor residuals.

Figure 4.10: Residual analysis for a gate obstruction ak pgo= 2).

cept for brief exceptions. The time taken to detect or igodatault is similar and
decreases with the increase on fault intensity (see Tab)e Bault implementa-
tion is responsible for this behavior. Outflows were introglt through hardware
(generating abrupt faults) while gate obstructions weteduced through soft-
ware (generating incipient faults). The feedback corgrofias more difficulty
handling with abrupt faults leading to higher variationsgatte flows, which have
impact on the volume variation in (4.1). The time taken t@cke detection or an
isolation seems insensitive to the fault intensity and tsveenr; and1.57; (see
Table 4.6).

Downstream sensor faults can be either isolated using thebDiRe SFI al-
gorithms. From the residuals presented in Figure 4.12 lear¢hat the SFI algo-
rithm performs better in isolating a downstream water deptisor fault than the
DFI algorithm, specially for a small fault intensity (segttie 4.13). The DFI al-
gorithm performance is explained taking into account thg that a downstream



122CHAPTER 4. FAULT DIAGNOSIS IN TRANSPORTATION CORRIDORS

0.01
Isolation

1 T T T T T T T T T .
I @
=0 SF % -~ 0
0 g
0 500 1000 1500 2000 2500 3000 3500 4000 4500 =
13
1 . . . 5 -oor 1
o T L 1 [
0 I 1 ;
0 500 1000 1500 2000 2500 3000 3500 4000 4500 -0.02

L L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500

1 T T r r T T T : T time [s]
o !
0.02 T T T T T

0
0 500 1000 1500 2000 2500 3000 3500 4000 4500
Detection

sl T o]

;
0 500 1000 1500 2000 2500 3000 3500 4000 4500 @ 0® | L leemimieme
Real Status 0.04- H !

a1 ‘ ‘ ‘ ,
L1 [ 1 7
= ou‘ i ‘ ‘ -0.06

| | | | | | | | |
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 500 1000 1500 2000 X 2500 3000 3500 4000 4500
time [s] time [s]

==

i
-0.02 S !

gate obstruction [m]

(a) Fault detection and isolation. (b) Fault estimation.

Figure 4.11: Agen? performance for a gate obstruction at p2dgt = 2).

Fault Time to Detect Time to Isolate . .

Estimation

Num. Start End Intensity Start End Start End [m]
[s] [s] [m] [s] [s] [s] [s]

1 223.5  825.0 4-0.02 28.5 18.0 66.0 18.0 —0.026
2 1498.5 2100.0 4-0.03 22.5 27.0 58.5 22.5 —0.038
3 2698.5 3300.0 +0.04 24.0 24.0 55.5 24.0 —0.052
4 3898.5 4500.0 -0.03 34.5 22.5 60.0 19.5 +0.038

Table 4.7: Agen? performance for downstream sensor faults at pgebktimation
refers to the average value).

sensor faults affects the gate flow estimation. From (2.28) ¢lear that a wa-
ter depth variation affects the flow estimation according gfjuare root relation
while the impact for the backwater at paotalculated using (4.16) is straight-
forward. The time taken to detect a fault is arowrd while the time taken to
isolate a fault is aroundr; (see Table 4.7). The time taken to clear a detection
and isolation are similar and less tha.

4.4.3 Simultaneous Faults at a Given Pool

The multi-agent fault diagnosis performance when two siam#ous faults are
present at the same canal pool is evaluated using two tgdtse outflow fault
is the first fault to occur and after some time the hardward fazcurs; ii) the
outflow fault is the first fault to vanishes and after the haadwfault disappears
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Figure 4.12: Residual analysis for a downstream sensdrdapbol2 (i = 2).
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Fault Time to Detect Time to Isolate L
Estimation
Class Start End Intensity Start End Start End [m?3/s]
[s] [s] [s] [s] [s] [s]
Fo 84.0 1521.0  +0.0096 m3/s 60 24.0 111.0 288.0 0.0128
Fu, 823.5  2250.0 +0.03m 898.5 24.0 0.0067

Table 4.8: Agen® performance for simultaneous outflow fault and gate obstruc
tion at pool2 (estimation refers to the average value).

Fault Time to Detect Time to Isolate L
Estimation
Class Start End Intensity Start End Start End
[s] [s] [s] [s] [s] [s]
Fo 88.5 1517.0  +0.0096 m3/s 2.5 99.5 94.5 37.0 0.0102 m3/s
Fp, 823.5 2250.0 —0.03m 75.0 22.5 0.0377m

Table 4.9: Agen® performance for simultaneous outflow fault and downstream
sensor fault at pod (estimation refers to the average value).

the canal recovers the fault free condition. Fault spec¢ifoa and the agerit
performance are indicated in Table 4.8 and Table 4.9, fote@astruction and a
downstream water depth sensor fault, respectively.

For the test with the gate obstruction, both faults can oelysblated by the
DFI algorithm. This test shows the limitation of the DFI aliglom (see Sec-
tion 4.3.3). Agent2 detects and isolates correctly the first fault, which is an
outflow fault, after an initial false hardware fault isotati (see Figure 4.14(b)).
When the second fault starts, which is a gate obstructiath, Imass balances re-
main outside the threshold and therefore the fault isalatioes not change (see
Figure 4.14(a)). Fault detection is done correctly, whaelf isolation is incom-
plete as only the outflow fault is diagnosed. After the outffawlt disappears,
agent2 has difficulty in detecting and isolating correctly the éxig fault due
to the transient. After the transient vanishes the propaselitecture is able to
isolate correctly the gate obstruction.

In the test with the downstream water depth sensor faultptadés able to
simultaneously isolate the outflow fault and the downstreaater depth sensor
fault as they are isolated using the DFI and SFI algorithespectively (see Fig-
ure 4.15). The water depth sensor residuals are well defmedpport the hard-
ware sensor fault isolation (see Figure 4.16(b)). The makmbes are also pro-
viding sustainable information, even when only the senaoltfis present. The
main challenge remain in reducing transients induced byaédback controller
while keeping the water depth constant whenever a faultrsamuvanishes (see
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Figure 4.14: Simultaneous outflow fault and gate obstraciitopool2 (i = 2).
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Figure 4.15: Agen? performance for simultaneous outflow fault and downstream
sensor fault at pod.

Figure 4.16(a)).

4.4.4 Sequence of Faults Along the Water Canal

The multi-agent fault diagnose performance for faults glthve canal is evaluated
using a sequence of faults of the same class. This scendfliemphasize the
interactions between fault diagnosis agents. The first taadurs in pooll, then
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Figure 4.16: Simultaneous outflow fault and downstream@efaailt at pool2

(i = 2).

Fault Time to Detect Time to Isolate . .
Estimation
Pool Start End Intensity Start End Start End [mé/s]
[s] [s] [m?/s] [s] [s] [s] [s]
1 81.5 1888 +0.0067 130.0 21.5 130.0 21.5 0.0038
2 688.5 1888 +0.0075 34.5 50.0 69.0 50.0 0.0098

3 1288.5 1888 +0.0080 - - - - -

Table 4.10: Architecture performance for a sequence ofawtfaults along the
water canal.

Fault Time to Detect Time to Isolate L
Estimation
Pool Start End Intensity Start End Start End [m?/s]
[s] [s] [m] [s] [s] [s] [s]
1 73.5 1875.0 —0.04 27.0 22.5 27.5 —1182 —0.0104
2 673.5 1875.0 —0.04 not meaningful
3 1273.5 1875.0 —0.04 - - - - -

Table 4.11: Multi-agent performance for a sequence of ghstractions along
the water canal.
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Fault Time to Detect Time to Isolate

Estimation

Pool Start End Intensity Start End Start End [m]
[s] [s] [m] [s] [s] [s] [s]

1 73.5 1875.0  40.040 19.5 25.5 64.5 24.0 0.053

2 673.5 1875.0 +0.040 21.0 25.5 36.0 25.5 0.049

3 1273.5 1875.0 +0.040 70.5 21.5 70.5 21.0 0.043

Table 4.12: Multi-agent performance for a sequence of dowam sensor faults
along the water canal.
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Figure 4.17: Multi-agent performance for a sequence of autfaults along the
water canal.

a second fault occurs in poa@l and finally a third fault occurs in pod. All
faults disappear at the same time. Fault specifications landnulti-agent fault
diagnosis performance are indicated in Table 4.10, Talile @nd Table 4.12.

Agents]l and2 are able to isolate correctly an outflow fault at po@nd pool
2, respectively, for a sequence of outflows along the canak fahlt intensity
at pool 1, around5 % of the nominal flow, is responsible for some indecision of
agentl regarding the detection and isolation, which occur exattiie same time
(see Figure 4.17). Concerning paplagent2 isolates correctly the fault during
the fault occurrence, but some false detection and isolatours related to canal
pool transients when a fault start at the canal.

A sequence of gate obstructions along the canal has theydarity to require
exchanging information related to the fault diagnosis leetvconsecutive agents
in accordance to the DFI algorithm. Agehts able to isolate correctly the gate
fault without any indecision (see Figure 4.18(a)). Whilemigl isolates a gate
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Figure 4.18: Agents performance for a sequence of gateudbsins along the
water canal.

obstruction at pooll the agent responsible for podldiagnosis uses the fault
diagnosis information from agentto update its upstream inflow. While only
the fault at pool 1 is present at the canal, no fault is detebieagent2 (see
Figure 4.19(b)). When a gate obstruction starts at pool 2h{g case with the
same intensity) the agent responsible for pool 1 loosesdbd downstream flow
reference and with gates 1 and 2 facing the same fault inyeitgsolates an
outflow fault. The combination of equal fault intensitieadis to an incorrect fault
isolation by agent. Fault detection is done properly by agent 1 but with a wrong
fault isolation. Due to the diagnosis change provided bynadeagent 2 is not
allowed to execute the upstream inflow correction. Subsytés facing gate
faults at both pool ends with exactly the same intensity Whieans that agent
2 will not detect the fault when computing the mass balances iBha drawback
due to a combination of effects. It is important to recallttfoa the first or last
pool facing a fault of this type and intensity a fault is dé¢égic Once that fault
vanishes, through maintenance for example, the fault atéfghboring pool will
be detected and/or isolated.

A sequence of downstream sensor faults along the canal itasito a se-
guence of gate obstructions, since both require exchamgfiognation related to
fault diagnosis between the fault diagnosis agents. Bothab& SFI algorithms
can isolate this fault class. The hardware sensor faulblatsd correctly for both
canal pools (see Figure 4.20). The fault intensity is eqoakfl implemented
faults. Once a second fault starts at pool 2, similarly togate obstruction se-
quence, agent 1 will detect an outflow fault at pool 1 (see fleigu20(a)). A
similar effect happens with agent 2 diagnosis when a dowastrsensor fault
starts at pool 3 (see Figure 4.20(b)).
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Figure 4.19: Mass balance residuals for a sequence of gateiotions along the
water canal.
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Figure 4.20: Multi-agent performance for a sequence of dtsgam sensor faults
along the water canal.
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4.45 Sensor Fault Accommodation For Water Canals

As mentioned before, the water depth sensor fault can beatiior the quality of
service a water canal provides to its users. Once an estimatithe water depth
sensor fault is available by the SFI algorithm it is posstblase this information
for fault accommodation. The fault tolerant controller (Tis achieved by up-
dating the desired water depth.; by the downstream sensor fault estimation
The new reference responsible for tolerant fault contrgiven by,

Yie = Yiet + G F, (4.22)

In order to guarantee robustness the update componenergdilby a first order
low pass filterG; with time constantr; to avoid exciting the canal pool first
oscillating mode (see Figure 4.21).

Fault description

FTC i i SFI
Reference Isolation
Update 1 & Estimation[" |
Reference !
Controller System

Figure 4.21: Fault tolerant controller schematics.

In order to show the impact in the quality of service, a tesémhthe down-
stream fault at pod} starts at time = 100 s and stops at time= 1300 s is used.
The fault intensity remainé, = 0.016 m. Initially the fault tolerant controller
is inactive to show how the non-tolerant controller compises the quality of
service when falsified information is provided (see Figu2y Att = 700 s the
sensor fault tolerant controller is activated and the quali service is restored.
Although the fault tolerant controller is inactive unti= 700 s the SFI algorithm
is always running and the fault is well isolated and estimhdtern ¢t = 100 s to
t = 1300 s (see Figure 4.23). In Table 4.13 the error criteria MeanaSz&r-
ror (MSE) and Mean Absolute Error (MAE) are presented fohbmantrollers.
Nevertheless the short test used, it shows a reducti@a%oin the MAE for the
FTC proposed controller. It is important to note that theecriteria is evaluated
in different conditions and time instants. The non-tolém@mntroller starts with
nominal conditions and is unable to deal with the sensot.faiile fault tolerant
controller begins with a more challenging situation, thevdstream water depth
is deviated from the desired value.
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Figure 4.22: System performance under FTC and non-FTCaltars.

Architecture MSE MAE

FTC 0.1 x107* 0.0042
non-FTC 2.6 x 107*  0.0162

Table 4.13: Performance criteria comparison between FTiCram-FTC con-
trollers.

4.5 Conclusions and Discussion

A multi-agent architecture to detect and isolate outflonsslaardware faults along
transportation corridors has been proposed. The traragfmoricorridor is broken
down into subsystems, composed of a transport link and tivastbeam node. A
fault diagnosis agent is assigned to each subsystem, igitimenDFI algorithm.
Communications are limited to neighbor agents leading taéable approach. A
hierarchical flow correction, from upstream to downstreatmenever a hardware
fault is present allows for false detection reduction aghboring pools. In order
to account for a less negligible variation on cargo amouatsatbsystem, adaptive
thresholds and an averaging window are introduced. Thespaoents are essen-
tial to reduce false alarms during transients wheneverabdidack controller is
rejecting disturbances applied to the subsystem.

The multi-agent architecture was extended for water cait&le adaptation of
the DFI algorithm for this application field is straightfaavd. A new algorithm
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Figure 4.23: Fault estimation and pool status under FTC aneRT C controllers.

was developed — the SFI algorithm — for water depth sensdrifmlation. Both
the DFI and the SFI are used by a fault diagnosis agent in Healéed multi-agent
architecture for fault diagnosis in water canals. The pseplomulti-agent archi-
tecture is able to detect and isolate outflows, gate ob&nsand water depth
sensor faults along water canals at the same time. The Sétithlg is more sen-
sitive to the same water depth sensor fault than the DFI glgor For this reason,
when both algorithms isolate a hardware fault, an assumfsimade considering
only the presence of a downstream water depth sensor falé.alility to iso-
late and estimate a downstream water depth sensor faulkestal to restore the
guality of service, while the ability to isolate and estimatgate fault is useful to
measure the impact of gate obstructions. In either caseinaoperating condi-
tions for the water canal can be restored. Although the disigrarchitecture is
autonomous from the feedback controller its performanedfécted by the feed-
back controller behavior. A feedback controller that abong and oscillating
transients will increase the time to detect and isolate k. fau



Chapter 5

Network Operations Management

After modeling discrete-time flow networks in Section 3.pemtions manage-
ment for discrete-time flow transportation networks areresised in this Chapter.
First, a centralized approach is derived for the whole netwo Section 5.1.1,
which can be untractable if the network dimension grows dhanpresence of
a high number of commodities. A multi-agent heuristic usingull-push per-
spective for operations management at transportationank$wis proposed in
Section 5.2. The multi-agent heuristic makes use of the rdposition of the
main system into smaller subsystems proposed in SectioB. 332control agent
is assigned to each subsystem moving commodities betwegeraeodes. The
presence of multiple commodities increases the model cexitpl However, for
some flows between center nodes only a subset of the avadabienodities is
considered. Contracted commodity sets are proposed iln8écP.2 to diminish
the problem dimension to be solved per each control agerd.pidposed multi-
agent heuristic can deal with spatially confined networlchsas a container ter-
minal (see Section 5.3.1) or spatially distributed netwach as (manufacturing)
supply chains (see Section 5.3.2 and Section 5.3.3).

Parts of this chapter have been published in Nabais et dl2¢2@013h,g,d,a).

5.1 Problem Definition

Transportation networks can be described as a graph. Alpooents of the net-
work, regardless being horizontally or vertically intelgiy should contribute to
deliver commodities at the agreed location, at the agread &nd at the right
quantity. The main control problem related to transpartatietworks can be cat-
egorized as a tracking control problem and stated as: findghmal flows inside

the network such that the exogenous inputs effects arereied and the network
states follow the desired reference over time. In a wateveyance network the

133
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optimal flows are assured through gate movements in ordexdp water depths
inside admissible levels in each canal pool, while in cargaodportation optimal
flows are guaranteed by allocating transport capacity suwathcargo is delivered
at the final destination at the right time and with the exacrgitly. Operations
management are required to assign flows between nodes saidhéiclient de-
mand is satisfied while keeping the inventory at a desireel lev

Operations management at transportation networks deeplgrdi on where
the transport need (exogenous input) is located:

e if the transport need is located upstream (as it is the caseight transport
and postal services) this creates a push-flow disturbanagoGhould be
moved towards the final destination and the transportatwarks should
keep a low storage level (that is to say a low potential) tdifate opera-
tions;

e ifthe transport need is located downstream (as it is theioaagply chains
and water supply) this creates a pull-flow disturbance dwetrinsportation
network. Cargo is being pulled from the network source nadesrds the
end nodes. The transportation network should keep a caabi@estorage
level at the center nodes (that is to say a high potentialyderato respond
quickly to the transport need.

In transportation networks, costs can be associated to mdgjuantities of
stored commodities. Using mathematical models to destm#d#ows inside sup-
ply chains it is possible to make predictions about the Rihehavior of the trans-
portation network. The use of Model Predictive Control (MRGustified by the
ability to include constrains, predictions about the sysbehavior and exogenous
inputs (Maciejowski, 2002; Camacho and Bordons, 1995). NIR& controller
can determine which actions have to be chosen in order tornothta best per-
formance. At each time step the controller first obtains tin¢ent state of the
system it controls. Then it formulates an optimization peal, using the desired
goals, existing constraints, disturbances, and predidtitormation if available.
The possibility to include prediction information in thetopization problem mo-
tivates the selection of this control strategy. Through thechanism the different
control agents can exchange information regarding theneatiand future deci-
sions.

5.1.1 Centralized MPC Formulation

The transportation network is described by model (3.7}3 see page 77. Com-
mon choices to evaluate performance in transportationaré&snare the through-
put of the network (Alessandri et al., 2009), or the custogagisfaction in terms



5.2. MULTI-AGENT HEURISTIC 135

of cost, time and quality of service (Wang and Cullinane,80The cost function
is defined in accordance to the application domain and isrgbyea function of
the network states, control actions and desired statestloggarediction horizon
N,

P

Np—1

J (X, Up, Xpef) = fx(k+1+0D,ulk+1),%et(k+141)), (5.1)

=0

wherex;, is the vector composed of the state-space vectors for eashdiep
over the prediction horizohx™(k +1) ..., x"(k+ Np) }T, 1y, is the vector
composed of the control action vectors for each time steptbeegprediction hori-
zon[ u®(k) ,..., uT(k+N,—1) }T, X.of IS the state-space reference vector
andx,. is the vector composed of the state-space reference véot@ach time
step over the prediction horizohx, ;(k+1) ..., x} ;(k+N,) }T. The
weights to be used in the objective function (5.1) are carsid time-varying
to allow changing flow priorities according to the differdrhaviors desired for
the transportation network over time. The MPC problem fa tiransportation
network can be formulated as:

min  J (Xg, Ug, Xpef) (5.2)
ug

subjectto  x(k+1+1) = Ax(k+1) +Byu(k + 1)+ Bad(k + 1), (5.3)
y(k+1)=Cx(k+1), 1=0,...,N, -1, (5.4)
x(k+1+1)>0, (5.5)

u(k+1) >0, (5.6)

y(k +1) < Ymax; (5.7)

Pou(k +1) < U, (5.8)

x(k+1) > Pyu(k+1), (5.9)
Poux(k+1+1) <da(k+1), (5.10)

whered, is the vector responsible to introduce the exogenous infuassport
demand), an@®, is the projection matrix from the state-space set into tise di
turbance set. Constraint (5.10) is included in the MPC mnobformulation to
introduce the network exogenous inputs.

5.2 Multi-Agent Heuristic

A central model to address the flow assignment problem inrspa@rtation net-
work with multiple commodities is not a wise option for largeale networks. The
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problem dimension to be solved grows exponentially withrtheber of handled
commodities, nodes and connections available. An insigihtegproblem features
to be solved can be beneficial:

e some connections can have no transport needs over someitiaotive
connections), which means that the optimal solution is@lrimposed;

e itis expected that the number of commodities handled in &imeaconnec-
tion (opposed to an inactive connection) is just a subselt cbenmodities
available at the transportation network.

A multi-agent heuristic, following a push-pull flow perspee, able to cope
efficiently with the large-scale problem dimension by preipg explicitly mea-
sures to face the aspects mentioned above is proposed. drheviork is based
on the following:

¢ the large-scale system is broken down into smaller subsys{eonnec-
tions) using a decomposition inspired by flows (see Secti@dr2B A sub-
system (or connection) can be related to an arc, path or dggendent on
the specific network;

e a control agent is assigned to each subsystem and formalategtimiza-
tion problem to solve the flow assignment problem. Contrarag will
only consider to solve problems related to active subsystem

e subproblems will be simplified further by taking into accoanly the com-
modities handled by the subsystem using contracted contyneets.

5.2.1 MPC Formulation For One Control Agent

A transportation network is broken down into subsystemscrilesd by
model (3.33)—(3.38), see page 82. The cost function of acbagent is defined
in accordance to the application field and is generally atfanoof the states,
control actions and desired states of the subsystem thd agetrols over the
prediction horizonV,,

Np—1
Ji (X i Upiy Xref i) = fxilk+1+10),u(k+1), Xpepi(k +1+1)) (5.11)
=0
wherex, ; is the vector composed of the state-space vectors for eaelstep over
the prediction horizor] x/(k+1) ..., x!(k+ Ny) }T for control agent,
iy, Is the vector composed of the control action vectors for ¢l step over
the prediction horizod uf (k) ..., uf(k+N,—1) }T for control agent,
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X.ef ; IS the state-space reference vector for control agantx,., is the vector
composed of the state-space reference vectors for eaclstépever the predic-
tion horizon[ x};,(k+1) ..., X ,(k+Ny) ]
The MPC formulation for control agemtan be stated as:
min  J; (Xp, Ueyiy Xyef,i) (5.12)

Uk i

subjectto  x;(k+1+1) = A{x{(k +1) + By wi(k +1)

+BS. d;(k+1) + ZBe (k+1) (5.13)

J=Llj#i
vk +1) = CoxC(k+1), 1=0,....N,—1,  (5.14)
XS(k +1+ l) >0, (5.15)
u;(k+1) > (5.16)
yi(k+1) < ymama (5.17)
Puuiui(k 4 1) < Unaxi, (5.18)
xi(k+1) > Pg wi(k +1), (5.19)
Pacixi(k+1+1) <dg(k+1), (5.20)

whered,, is the vector responsible to introduce the exogenous irfputontrol
agenti, and P, ; is the projection matrix from the state-space 8gtinto the
exogenous input set of control agent

Transportation networks are large-scale systems spatialiributed therefore
it is common to have connections with rather different feaduin particular the
transport delay. For large transport delays the optinomagiroblem requires a
larger prediction horizon in order for commodities to hamewgh time to reach
the end node such that this effect is reflected in the costiumcFor smal trans-
port delays smaller prediction horizons can be used at teeafosome perfor-
mance decrease.

5.2.2 Contracted and Global Commodity Sets

Considering the network model as a collection of subsystexdsces the opti-
mization problem dimension to be solved at each time stapnibt expected that
each connection in the network is transporting simultasaall commodities. A

reduction of the problem dimension to be solved in each ti@e san be made if
only the handled commodities over the prediction horizencansidered. Define
the following sets:

o 7 :={1,...,n,} is the set of all commodities handled by the transporta-
tion network with cardinality 7| = n,;
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o T.(k)={1,...,nui(k)} is the set of the commodities handled by subsys-
tem: over the prediction horizon at time stgépvith cardinality|7;| = npe ;-

The cardinality of7; is made time varying to allow different commodity flows
over time. The following relation between sets can be ddrive

Ti(k) CT. (5.21)

The model (3.33)—(3.38) (see page 82) can be written for astai@-space vari-
ablex{ and a new control action{ whose dimensions are a subset of the network
commodity se” by eliminating from the state-space vectgrand from the con-
trol action vectom; all variables related to commodities that are not incluaed i
the contracted commodity s&f and for this reason are not expected to change
over the prediction horizon. The original state-spaceesgmtation can be recov-
ered using,

x$(k) = Poi(k)x$(k)
{uz(k) = Peoyi(k)us(k) (5.22)

whereP,,; and P, ; are time-varying projection matrices from the contracted
commodity sef/; into the global commodity séf for the state-space and control
action vectors, respectively. This procedure allows t& Ifwo the optimal solu-
tion regarding only significant control actions. Controtiaes associated to the
eliminated variables are zero by default.

5.2.3 Hierarchical Framework

The order in which the control agents solve their problenesah time step can be
fixed over time or depend on the current transportation nétwtate. Following
a flow perspective, control agents order can be establishadsb called push-
pull flow perspective based on the exogenous inputs locéttes et al., 2007).
If the exogenous input is located downstream, a pull-flovspective is applied
and therefore control agents responsible to move comnesddithat downstream
node are set to a higher priority. If the exogenous inputda@rated upstream,
a push-flow perspective is applied and control agents resiplento move com-
modities from the source nodes get a higher priority. A stamdous push-pull
flow perspective is possible. Adding more connections tonistevork has as a
consequence the addition of more control agents. The atigimblem remains
solvable in a reasonable time even for large-scale netwaitkshundreds of com-
modities, nodes and connections.

At the beginning of each time step all control agents updaé state using
the available information about exogenous inputs. Aftentiol agents determine
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in parallel their expected transport need over the premtidtiorizon,
Np
ci(k) = (k)Y |xF(k+14+10) —xie(k+ 1+ D), i=1,...,m, (5.23)
=0

whereg; is a time-varying penalty term to account for transport €asting con-
nection: over time,x” andx’; are the state-space and reference vector, respec-
tively, for the meaningful edge node of connectiqupstream or source node for

a push-flow perspective and downstream or end node for dlpwllperspective).
Each control agent shares its workload informatignfor the current time step

at the network, with the central coordinator that sets tlieis(k) in which the

control agents should solve their problems. After analyzih network levels the

complete ordeo(k) = [ o1 ... o, | with1 < o; < nsuch that,
Cor(k) > ... >0¢o (k) 5.0 5o _nl+1(k) > ... > ¢, (F), (5.24)
firstTeveI last level

wheren! is the number of connections associated to the first netveweéd ko be
solved andh! is the number of connections associated to the last netvewek fo

be solved. Control agents are associated to a network lethedy are delivering
commodities to the center nodes located at that level forlleflpw perspective
or if they are taking commodities from the center nodes kedait that level in a
push-flow perspective.

The central coordinator is responsible to set the amounvaifable infras-
tructure resource8’ = u,,,, and the current prediction set for future decisions
P® = {Qj—1,015---,Uk—1,0,, }- The control agent to stafv;) has all infrastruc-
ture resources available. After the initial configuratiba tterations are executed
in which each control agent; (i = 1,...,n.), one after another, performs the
following tasks (see Figure 5.1):

e the maximum admissible resource for control agens$ determined as the
minimum between the subsystem maximum infrastructureuresa, . .,
and the infrastructure resources not yet assigned,

umax,oi = min (Pmax,oiemil; umax7oi) ) (525)

whereP ..., iS the projection matrix from the global infrastructure re-
source setf,,,.x to the maximum infrastructure resource &gt ,, for sub-
systenu;;

o if the workloadc,, is zero the optimal control actioa, ., is zero by de-
fault. Whenever workload,, is nonzero the optimal control actian,, .,
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Figure 5.1: Schematics (at a given time step) of the muléirddpeuristic using a
push-pull flow perspective.

is found solving the MPC problem (5.12)—(5.20) taking intw@unt the
contracted commodity set (5.21). The control agent stpéeesand control
action vectors are recovered using (5.22);

¢ the available resources to the next control agentare updated:
041 = 0% — Pryyo, (k) Uopt, o, () (5.26)

whereP,,.,.., (k) is the projection matrix from agent; infrastructure re-
sources sétl,, to the control action Seét,,,.;

¢ the predictions for future decisions are updated and ddrmyt®°:+! replac-
ing the control agent initial predictio._, ,, by the new optimal sequence
found i,y o, -

The procedure to follow is presented in Algorithm 6. Althbugp iterations
are performed between control agents a feasible solutignasanteed by (5.19).
Each control agent has as mission to move commodities froouece node to
an end node where a demand on those commaodities is presemtwdrst sce-
nario is to reach a solution where no control action is aplplig control agent
i (no flows between subsysteimodes) although there is a demand on com-
modities. This happens when the upstream node of subsysienmot have the
required commodities or there are no available resourcesoie commodities
along subsystem

In order to assure that commodities will be attracted towane downstream
node fulfilling the transport demand it is important to asgtie following relation
for each control agent,

ne, Np —ng,

= Cqi(k) > ) q(k) i=1, . ne (5.27)
j=1 =1
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Algorithm 6 Multi-Agent Heuristic for Network Operations Mangement
1: repeat

2: control agents determine in parallel the expected workiandg (5.23)
3 control agents determine their contractedBetk) and projections
matrices

central coordinator updates the control agents order & 2d)
central coordinator initialize the infrastructure resmuand future
decision predictions set

6: fori=1— n.do
7 update the admissible resources for control agent usi2g)5.
8: solve optimization problem (5.12)—(5.20) for agent
9: recover the global commodity set
10: the optimal control actiom, ., is the first component al .,
11: update the future decision predictions set using ,,

12: end for

13: apply the optimal solutiom,,; to the transportation network
14: update time step

15: until simulation time is reached

whereq; are the costs associated to commodities staying along stépsynodes
andqg®™ is the cost of storing commaodities at the downstream nodelystem
i. Equation (5.27), that should be interpreted componeng¢ wiseans that the
benefit of staying at the downstream node, during the priedi¢torizon, has to
be greater than the penalty the commodity faces while mdvorg the upstream
node to the downstream node.

5.3 Case Studies

The multi-agent heuristic presented in Section 5.2 is aglb:

e a container terminal (see Section 3.3.1 for the structasaut details and
Section 5.3.1 for results);

e a supply chain (see Section 3.3.2 for the structural layetdits and Sec-
tion 5.3.2 for results);

e a manufacturing supply chain (see Section 3.3.3 for thectstral layout
details and Section 5.3.3 for results).

The related optimization problems are solved at each tiey at the simulation
using the MPT v2.6.3 toolbox with the CDD Criss—Cross sofeerlinear pro-
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gramming problems (Kvasnica et al., 2004)

5.3.1 A Container Terminal

Operations management at a container terminal can be tiatedgpas a flow as-
signment problem. A container terminal serving three fpansmodalities (barge,
train and truck) is considered (see Section 3.3.1 on pager&iefails). The termi-
nal operator perspective is considered and all partneseptat the terminal are
assumed cooperative in sharing information. Although gaglgically confined
to the port area, this network has simultaneously two typesxogenous inputs
in the form of request of containers to unload and contaitetsad to different
transport connections available at the terminal. The parseed is presented as
the number of containers of each type considered in the metwine containers
to unload represent a push of containers toward<Ceetral Yardand the con-
tainers to load are pulled from ti@&entral Yard(see Figure 3.4). Considering that
each transport connection available at the terminal hasl&meously an outflow
and inflow, both flows are used to define a network path passmggh the com-
mon node — th&€entral Yard(see Figure 3.5). This network path (linking unload
and load areas for each available transport at the termiviipe used to de-
compose the system into subsystems. In this network, thesaund destination
nodes are associated exclusively to a single path theréieseare categorized
as connection nodes. This is a simple example that showsethefibof making
small adjustments when applying the proposed framework.

For illustration purposes of flow assignments inside thaaiaer terminal, the
centralized approach proposed in Section 5.1.1 is appliadigh-peak scenario,
a non realistic situation. After, using a long-term sceméne multi-agent heuris-
tic and the centralized approaches are compared. The weighthe penalty
parameters for the optimization problems are set in egemiahanners, and a
prediction horizon o8 steps is used for both approaches. A time step of one hour
is considered.

High-Peak Flow Scenario — Centralized Approach

The weights for the objective function are indicated in &bIl1. The weight re-
lated to thdmport Areaat theCentral Yardis kept neutral as it acts as a warehouse
for containers between deliver and pick up times. The wesightheLoad Area
are taken negative, such that containers are pulled fronCérgral Yard The
minimum allowable prediction horizon ¥, = 3 as this is the number of time
steps needed to move containers fromlthport Areato theLoad Area

1The simulations are performed using MatLab R2009b on a patsmmputer with a proces-
sor Intel(R) Core(TM)T at1.60 GHz with8 GB RAM memory in a64-bit Operating System.
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Import Export

Carrier Unload Area Export Area Load Area
Shake Hands Shake Hands

Barge A [105100 95 90 85] 175 172 172 -[80 75 70 65 60]

Barge B [5555 45 45 45] 175 172 172 -[40 35 35 35 20]

Train A [50 30 30 30 30] 175 172 172 -[1515 15 15 10]

Train B [25 25 25 25 25] 175 172 172 -[1515 15 15 5]

Trucks [20 20 20 20 20] 175 172 172 -[101010 10 5]

Table 5.1: Weights used in the cost functidnstands for the column vector of
lengthn,,. with all entries with valud).

According to Section 5.1.1, the weights are assigned to disé fanction in
order to impose container flow priorities related to the ieahexpected behav-
ior. It is assumed, for this terminal, that the goal is to sehe bigger calls first.
The transport connection served at the terminal in a deicigasder are: Barge
A, Barge B, Train A, Train B and Trucks. The unload operatisraiways the
first operation to start for each transport connection arig after the conclusion
of this operation the loading operation will begin. Afteffideng the hierarchical
relation between transport connections further priagitiee included in respect to
the container class. Only the weights related to the unlodd@ad areas are con-
sidered element wise to impose the desired order in whicledh&iners should
be unloaded and loaded.

In this scenario a challenging situation is created: aliesgs for one day start
precisely at the same time. Although this is not a realistenario, it is appropri-
ate for illustrating the framework ability to implement ttesired priorities while
respecting the constraints. Thraport Areaat theCentral Yardis initialized with
sufficient containers to fulfill all requests for loading tainers. The departure of
containers will not be executed to help visualize the teatlirehavior. As a con-
sequence the containers will be accumulated at.tdesl Area In this congested
situation the terminal operations management is put unelexre pressure. All
handling resources should be used to overcome this situatide respecting the
transport connection and container class priorities.

The unloading and loading operation for barge B is done takito account
the container type priority (see Figure 5.2). For the bargesport modality,
depending on the size of the request, the time differencedset unloading a
given container type at the beginning or at the end of thedidlkd time window
may be important and have a significant impact onGkatral Yardcontainer flow
management. The option to leave the empty containers aaghedntainer class
to load can reduce terminal costs in case of delays or aatexpdepartures.
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Figure 5.2: Evolution of container classes unloaded/|dadénto barge B for the

high-peak scenario.
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Figure 5.3: Evolution of container classes per connectaoritfe high-peak sce-

nario.
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Figure 5.4: Evolution of containers classes thmport Areaat theCentral Yard
for the high-peak scenario.

The order by which the transport connections are servedagreement with
the size of the unload/load operation request (see FigGrari Table 5.1). The
transport modalities by land — trains and trucks — are nacédd by the quay
congestion because they use different handling resouttas germinal regarding
the connection to th€entral Yard This terminal is decomposed in three main
areas associated to flows: quay—central yard, train gagasat yard, and truck
gates—central yard. This decomposition is due to the tensimuctural layout
concerning the handling resources used to connect theeathifeerminal areas.

The total amount of containers stacked at ltin@ort Areafaces a maximum
increase aroungD0 TEU (see Figure 5.4). When looking in detail at the container
class evolution only one container class — related to datstim A — has a similar
evolution. This is an improvement regarding the currentagibn that considers
undistinguishable containers. In particular, it is pokesfor the strategic level to
recognize the transport network routes that are facing rpmssure and need a
schedule enhancement.

The transfer handling capacity between the quay andCéwtral Yardis at
maximum capacity (see Figure 5.5). So, for this configuratiotroducing more
guay crane capacity will not be translated in any terminalquenance increase
if a similar investment is not made for the transfer capabiyween quay and
Central Yard

The average computation time w&s0 s with a standard deviation @2.01 s.
The maximum computation time occurred for= 14 and took244.09 s. This
time step is close to the transition from unloading to logdaperation for the
majority of carriers at the terminal. The computation tirmedependent on the
problem complexity and also on the current terminal state.
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Figure 5.5: Handling resources allocated for the high-seakario.

Long-Term Scenario — Approaches Comparison

The multi-agent (MA) heuristic and the centralized MPC a&aghes use the same
type of cost function and weights in the optimization probke allow a fair com-
parison. The main criterion to assign weights is relate¢héoconnection priority
according to the amount of containers to handle: the higteeamount the higher
the priority.

The long-term scenario presents one week. Different @iterestablish the
order in which the control agents should solve their prolsl@mthe multi-agent
heuristic are tested; case MAses the call sizp = [ 11111 ];case MA
benefits sustainable transport modalifies: [ 2 211 05 } and case MA
inverts the order considered by the MPC stratggy- [ 1 1 15 15 2 ]
Control strategies are compared using two criteria: 1) time af the cost function
over the entire simulation and 2) the computation time.

Both approaches lead to almost the same terminal behavertowe (see
Figure 5.6). This similarity can be confirmed by the cost tiorc performance
indicated in Table 5.2. A similar performance was achiewgdbth approaches,
with a slightly better score for the centralized approactteriesting to note that
all MA strategies tested achieved similar performance.etms of computation
time, the MA heuristic outperforms the MPC approach (sedeTal?).

Figure 5.6 shows the amount per container class atrtiport Areain the
Central Yardover the simulation. The model ability to keep track of diffiet
container classes is partially responsible for the largdblem dimension to be
solved. However, when looking to the total volume at the teahit is almost
constant (around000 TEU, Figure 5.6(a)). The model complexity is the price to
pay to have more information regarding the state of the tegini

The computation time for the MA heuristic is less th#&h of the time required
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Figure 5.6: Quantity of containers for the long-term scenéC stands for cen-
tralized MPC architecture, MA stands for multi-agent hstic).

Strategy criteria

Max[s] Mean|[s] Stdv[s] CostFunction Performance
MA 4.71 2.66 1.14 —4.660 x 10°
MA 8.28 2.84 1.26 —4.660 x 10°
MA3 7.39 2.83 1.21 —4.660 x 10°
MPC 367.83 118.16 67.18 —4.766 x 10°

Table 5.2: Control strategies comparison for the long-tecemario.
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Figure 5.7: Computation time comparison between the; MAuristic and the
centralized MPC approach for the long term scenario.

Problem Max[s] Min[s] Mean|[s] Standard Deviation [S]

Agentl 1.607 0.234 0.660 0.226
Agent2 0.936 0.109 0.522 0.220
Agent3 0.998 0.156 0.525 0.181
Agent4 1.076 0.125 0.487 0.205
Agent5 0.858 0.140 0.524 0.178
MA 3.900 1.591 2.718 0.506
MPC 367.835 38.095 118.155 67.182

Table 5.3: Computation time analysis for the the long-tecenario.

for the centralized MPC architecture (see Figure 5.7). Tdrdralized MPC ap-
proach presents a great variability in terms of computdiiime (see Table 5.3).
Depending of the terminal state and available predictiaritfe exogenous input
the centralized MPC approach may take up® s and have a standard deviation
of 67.2 s. The MA heuristic is less sensitive to the terminal staie available
predictions and is consistently bellovs of computation time with a standard
deviation of(0.51 s. It is interesting to note that the computation time for the
individual agents present in the MA heuristic is similar.

Figure 5.8 shows the container classes evolution in theitatnfor barges,
train B and trucks connections. For the sake of clarity ohg/first40 time steps
k are plotted, corresponding to almost two days of terminaratons manage-
ment. Connections concerning trains and trucks are periodvolume as the
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Figure 5.8: Evolution of container classes per connectiorilfe long-term sce-
nario.

load/unload volume is assumed constant and equal to themmaxitransport
mode capacity. For barges the scenario is not periodic dtieetdifferent dis-
tribution between load and unload demand for each conmectkor the time
window shown, barge A loading operation is finished two tineps ahead of the
departure time (see Figure 5.8(a)). This means that tharahran decrease the
lay time of this transport connection at the quay. The optmm@llow another
transport connection in berth A depends on the availalityandling resources
at the terminal.

The maximum resource availability at the quay is criticabwla barge of type
A is using full resource capacity at berth A (see Figure 3\ resources are left
to be used for berth B, which is assumed as a second priogardeng the termi-
nal operations due to the call size. The resource for tramsfecontainers from
the quay to thémport Areaand from theExport Areato the quay is completely
used (see Figure 5.9(d)). However, increasing the capatittyis resource has to
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Figure 5.9: Handling capacities allocation for the longrtescenario.

be studied carefully as the quay crane capacity is also heiag at full capacity
during some time windows. Increasing the transfer capdigtyveen the quay
and theCentral Yardmay not be translated in a terminal throughput increase if
similar increases are not made for different handling fiem®sources. The fact
that quay crane capacity allocated is zero during some titeevials gives the hint
that the terminal is working bellow its maximum capacitywitl be possible with

a different schedule of connections to increase the tedntiimaughput. While
doing so it is important to keep in mind the ability to reacstome uncertainties

in load and unload requests.

5.3.2 A Supply Chain

Consider the supply chain presented in Figure 3.6 (see pége Bhe opera-
tions management for the supply chain is addressed as a ffignasent problem
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Commodity endnodé8 endnodeé9 endnode€’0 endnode&’l end noder2

A 7.0 9.8 12.6 9.8 7.0
B 8.4 8.4 11.2 1.2 5.6
C 5.6 7.0 9.8 8.4 4.2
Total 15 18 24 21 12

Table 5.4: Supply chain average demand for end nodes (gupstitime step).

using the multi-agent heuristic presented in Section 5.Be Structural design
of the supply chain is out of the scope of this thesis, forcttmal details see
Section 3.3.2. The performance obtained with the multhageuristic will be
evaluated for three different policies concerning the fotezh accuracy of the
transport need: exact prediction (poli€y), constant prediction (policy») and
no prediction (policyFs).

The supply chain monitoring and management decision upsiaene every
2 hours. All supply chain nodes work on2d hour daily basis. The end nodes
are open to clients from 8 am to 10 pm. The first disturbancebgibvailable at
10 am translating the consumption per commodity between 8rairl0 am. The
supply chain can be delivering commodities to supermarnketaw materials to
industries for example. For the sake of readability, camstazentory levels over
time are considered for the center nodes.

The connection details of the supply chain are given in Tal##eand Table 3.3
(see page 87). The supply chain model 6agsiodes to capture connection prop-
erties: transport delays are assumed fixed. For the end ridde®, and 71
commodities can be delivered from both distribution centesing amastercon-
nection (less transport time) orséaveconnection (higher transport time). The
supply chain demand is created as a random demand per timéostall com-
modities at the five end nodes (center no6ieso 72, for average values see Ta-
ble 5.4). The inventory levels are set to support the aststiaverage demand
during two, three and two complete days for the end nodesjliison centers,
and consolidation center respectively. To increase thierttge for the operations
management of the supply chain two demand peaks are sett trefaurth day
(a factor of1.5) and one at the eight day (a factor)f

Control agent is assigned to connectian All control agents solve the MPC
problem using a prediction horizon @fsteps corresponding to the biggest con-
nection transport delay at the supply chain. As a cost fondilinear penalty for
deviations from the desired inventory level and transpostis used. The state
weights for the objective function are set in a pull-flow gerstive; in that sense
the benefit for staying at @downstreamrmode has to be bigger than the benefit for
staying at arupstreamnode. The order by which the control agents solve their
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Figure 5.10: Inventory levels for exact demand predictpuii¢y P;).

problems is the followinge;s, cio, ci6, €11, €9, C14, €17, C8, C6, C13, C7,4 C12, C14 C2,
c3, ¢5 andey. When multiple connections arrive at the same center nadetyr
is given to the closest or to the cheapest connection.

Results Analysis

The computational burden can be associated to the controhanatricesB,, and
B,,. Using the proposed decomposition it is possible to redueertatrix dimen-
sion from50544 elements t®736, this is a reduction 094.4%. Naturally the
ratio of nonzero elements grows frah09 to 0.171. For policy P;, the average
computation time for each time step w&&04 s, with a maximum time 040.8 s
and a minimum time of7.1 s.

Increasing the accuracy of the available demand predi¢tienrmulti-agent
heuristic is able to keep the desired inventory levels atetie nodes (see Fig-
ure 5.10(b)). The heuristic uses the available predictiamticipate future events
and start to move commodities in advance. Although the itorgrievel at the
end nodes remain constant the other nodes face variatidgreinitventory lev-
els (see Figure 5.10(a)), in what resembles the bullwhgcefiwith an accuracy
decrease on the demand prediction the control agents dcametthe necessary
information to anticipate correctly the future demand. Asbasequence the in-
ventory levels at the end nodes start to face higher osotligtand can run out
of stock (see Figure 5.11). As expected, the average denifitom the initial
inventory level is smaller for control agents that use edachand prediction and
is bigger for the case of no demand prediction (see Table £5) noder0 has
the worst indicators among the exact demand predictioniwisigustified by the
higher demand and transport delay from the distributionezsrassociated.
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Figure 5.11: Inventory levels at end node

criteria Node Commodity A Commodity B Commodity C
Py P P Py P P Py P P

node68 0.0 9.5 39.5 0.0 31.7 73.6 46.0 17.1 33.6

node69 0.0 26.8 68.0 0.0 12.1 84.0 0.0 14.8 62.1

max node 70 12.5 34.3 126.0 11.8 18.0 112.0 8.3 234 98.0
node71 0.0 39.0 67.5 0.0 28.6 112.0 0.0 25.0 78.0

node72 0.0 5.3 34.7 0.0 6.2 30.2 2.1 43 21.7

node68 0.0 2.2 11.8 0.0 28 15.5 1.5 1.9 9.7

node69 0.0 3.6 22.4 0.0 3.3 21.0 0.0 28 16.1

mean node70 0.1 7.4 43.5 0.2 6.5 37.1 0.1 5.8 323
node71 0.0 4.2 22.4 0.0 4.1 27.3 0.0 3.6 214

node72 0.0 1.8 11.5 0.0 1.5 9.2 0.0 1.2 7.0

Table 5.5: Inventory analysis for the entire simulationdi(bold values stands for
out of stock).
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Figure 5.12: Amount per commodity at first and last nodes domectionc;,.

Figure 5.12 shows the state evolution for connectiOrwhich is theslave
connection for nodg1. Commodities are only dispatched from the connection
source node if they are guaranteed to be accepted at theatmmend node.
There is no waiting queue at the connection end node. Deongeti®e accuracy
in demand prediction makes the slave connection to tratspdower volume of
commodities leading to the decrease of inventory levelseaéhd node. For exact
prediction, commodities are delivered at nodeusing themasterconnection
with the ratiosl.00, 0.95, 0.77 for commodities A, B, and C respectively. As no
distinguish is made in terms of commodities @lave connection has a higher
impact for the last commodity type.

5.3.3 A Manufacturing Supply Chain

Consider the manufacturing supply chain (MSC) presentegkition 3.3.3 (see
page 88). The operations management for the supply chaaddressed as a flow
assignment problem through the application of the mul&radpeuristic proposed
in Section 5.2. The multi-agent heuristic will run for thrddferent prediction
policies: exact prediction (polic¥;), constant prediction (policy’) and no pre-
diction (policy P3).

The inventory level over the MSC are monitored ev2ityours and manage-
ment decisions are updated. A time ste@dfours is used. The end nodes are
open to clients from 8 am to 10 pm. The transport/productedaydper connection
is translated into the required number of nodes to capter&amsport/production
phenomena (see Table 3.2-3.4). The supply chain modél3hasdes to capture
the transport/production connection properties, delagsasumed fixed. For end
nodes81, 82, and83 commodities can be delivered from both distribution cen-
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Raw materials
Manufacturedproducts

A B C
D 1.5 1.0 0.5
E 1.0 1.5 1.0
F 05 05 1.5

Table 5.6: Proportion of raw materials needed to produceraufaatured product.

ters using anasterconnection (less transport time) osk@veconnection (higher
transport time). The MSC demand is created as a random depeariche step
for the five end nodes (center nod#sto 84). End node2 is the only node with
a demand of raw materials. Without this, the MSC could be gpliwo subnet-
works at center nodg7; the network upstream nod& moving only raw materials
and the network downstream nodemoving only manufactured goods. The in-
ventory levels at the end nodes are set to support the assber@erage demand
during two complete days. For the sake of clarity, constaventory levels over
time are considered. To increase the challenge for the tpesamanagement of
the MSC two demand peaks are set: one at the third day (a fattod from

k =29 to k = 35) and one at the sixth day (a factorbfrom k = 65to k = 71).
Manufactured goods are produced at n@deTable 5.6 shows the proportion of
raw materials needed to produce one unit of a manufactucstlipt.

Control agent is assigned to connectian All control agents solve the MPC
problem using a prediction horizon Gfsteps (lookingl4 hours ahead) corre-
sponding to the biggest delay at the manufacturing sup@inci linear penalty
for deviations from the desired inventory level and for sport costs is used as a
cost function,

Ji (Rpe,iy Uy Xref i) =
Np—1
Z dr; [xi(k +1+1) = Xpep] + auwi(k +1) (5.28)

=0

whereq,; andq,; are the state and control weights, respectively. The state
weights for the objective function are set in a pull-flow pestive; in that sense
the benefit for staying at@ownstreanmode has to be bigger than the benefit stay-
ing at anupstreamnode. When multiple connections arrive at the same center
node priority is given to the closest or to the cheapest cctioe The order by
which the control agents solve their problems is the foltayvic5, 19, c16, C11,

Cy, C14, C17, C8, Cg, C13, C7, C12, C18, C19, €20,C1, C2, C3, C5 aNdcy.
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. Policies
Commodity sets
Py P, Ps
Global —5.087 x 108 —5.074 x 108 —4.970 x 108
Contracted —5.087 x 108 —5.074 x 108 —4.970 x 108

Table 5.7: Cost function criteria.

Global Set Contracted Set

max [S] mean [s] max [S] mean([s] n;; ratio

Ci6 20.12 5.96 2.18 1.10 3 0.185
c11 35.30 7.25 2.90 1.04 3 0.143
Cy 17.57 6.51 2.32 1.19 3 0.183
C14 28.69 7.10 3.09 0.99 3 0.139
ci7 6.26 3.14 1.19 0.66 3 0.210
cg 8.05 3.40 1.25 0.76 3 0.224
cis 4.02 2.30 2.31 1.27 4 0.552
C19 34.10 12.63 12.03 5.10 4 0404
coo  415.82 98.35 370.19 33.24 4 0.338
c1 32.13 23.94 0.86 0.48 1 0.020
c2 4.87 3.90 0.16 0.07 1 0.018
c3 6.63 4.77 0.25 0.13 1 0.027
cs 47.74 30.55 0.86 0.47 1 0.015
c4 5.35 4.17 0.14 0.07 1 0.017

Table 5.8: Computation time analysis.

Results Analysis

The multi-agent heuristic for different prediction poésiand commodity sets is
evaluated using two criteria: i) the computation time andhe sum of the cost
function over the entire simulation. The cost function eaalon for the global
and contracted commodity sets is equal (see Table 5.7) wgnares the compu-
tational benefit in using contracted commodity sets. In @&hB the time per-
formance indicators per commodity sets is calculated ugieghree prediction
policies tested. Using the contracted commodity set fotrobagents allowed a
reduction on the overall computation time closé@d. The impact of using con-
tracted commodity sets depends on the reduction in the nuaflm®mmodities
handled and the subsystem dimension (sg&0 c). The prediction policyP; is
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Figure 5.13: Quantities per commodity at end n8ddor policies P; (left) and
P, (right).
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Figure 5.14: Inventory deficit at center nod@s(left) and&82 (right).

responsible for the best cost function indicator while tloest/indicator is due to
prediction policyPs; (see Table 5.7). This is an intuitive result, having access t
future demand per commodity allows the anticipation of fléarsP; .

Policy P, is able to keep the inventory level at the desired value witeption
of the initial times, due to the transport delay from the ritisttion centers, and
the time steps corresponding to the second demand peaki(gee b.13). Fig-
ure 5.14 shows the inventory deficits without distinguigitommodities for end
node82 and distribution nod&9 which assumes the role of major supplier of node
82. Policy P; allows for big variations; when the demand increases by tafad
2 end node32 runs out-of-stock in some commaodities. When moving a lepel u
stream, nod&9, these variations tend to increase regardless the predliotlicy
used. This reflects the bullwhip effect. However, as theitistion center79 is
linked to other end nodes it is not trivial to extract a relatfor the oscillations
amplification. Figure 5.15 shows the inflows at connectignandc;, given in
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Figure 5.15: Use of connectiong, andc, for policies P, (left) and P; (right).
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Figure 5.16: Outflow from center nodes (left) and commodibw8 for control
agents (right).

terms of transport capacity used. The transport capacitged to its limit during
large periods, for policie®; and P;. The main difference relies on the fact that
P do not anticipate flows regarding the demand. Deciding fanarease in the
transport capacity available at the MSC is not the only aptimguarantee deliv-
ering commodities at the end nodes as agreed, before doidiffe@nt policies
for exchanging information over the MSC should be inveséda

The proposed multi-agent heuristic can also be used to she&lyMSC ex-
pected behavior at a strategic level, for example the diffecommodities flows
evolve at center nodes and connections (see Figure 5.16)teiCeode79 has
the biggest share on supplying raw materials B, andC) to the end nod@&2.
Control agent;5, which corresponds to the master connection of end Bodis
responsible for this effect. Since end nadenly delivers raw materials to center
node&2, control agent; is delivering raw materials to center nodein the same
proportion as:5 is taking.



5.4. CONCLUSIONS AND DISCUSSION 159

5.4 Conclusions and Discussion

In this chapter a multi-agent heuristic, following a pushitfiow perspective, for
operations management of transportation networks withipielcommaodities is
proposed. The components inside the network are assumedvertically inte-
grated and cooperative. The transportation network isdaralown into smaller
subsystems, based on a flow perspective, to which a conteitag assigned.
Agents solve their problems in a push-pull flow perspectipahding where the
exogenous input is applied, at the source nodes, at the el nar at both source
and end nodes. The computation burden of considering aespangral model to
support operations management is avoided and a solutidntagned in reason-
able time. Further problem dimension reduction is achiexsdg contracted and
global commodity sets. Given a network structural desiga proposed approach
can assign commodity flows such that the transport demarteatrd nodes is
fulfilled and inventory levels are kept close to the desiratligs over time. The
approach is easily scalable to a large number of connectimdes, and com-
modities.

Whenever the transport demand prediction is accurate thieagent heuris-
tic is able to continuously restore the inventory levelshat ¢nd nodes. This is
the case in which the supply chain is delivering commoditiedients that know
their demands in advance. For situations in which the denmsuchknown by
nature (as in the case of supermarkets) the multi-agenistieyrerformance will
be depending on the prediction accuracy or available fete¢€armona Benitez
etal., 2013).
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Chapter 6

Node Operations Management

After modeling node interactions with the surroundingshaarning the use of
available transport capacity in Section 3.4, operationeagament for network
nodes are addressed in this Chapter. From a node perspégéveansportation
problem consists on how to assign the existing cargo in tloe o the transport
capacity at its disposal, which corresponds to consid&raninal Haulageap-
proach to the transportation problem (see Section 1.2.@)eNnteractions with
the surroundings can happen with the transport providerthr similar nodes, if
multiple sub-nodes are confined at the same physical lotaection 6.1 mo-
tivates and formulates the problem to be solved by each agspbnsible for
operations management at a given node. The problem is detateilfill client
demands (respecting final destination and due time) whilegdanto account the
transport modal split (imposed by transport regulators)ratnework for cargo
assignment while choosing a sustainable transport modissproposed in Sec-
tion 6.2. A constrained MPC heuristic to achieve a desiradsport modal split
through the addition of a terminal state constraint is psgglan Section 6.3. The
terminal state constraint introduces a memory concernow ¢argo has been
addressed to the different transport modalities. A muggsa scheme for cooper-
ation amongst sub-nodes is proposed in Section 6.4. Siiwlexperiments for
an intermodal container terminal in Section 6.5.1 and fagapsrt in 6.5.2 shows
the potential of the proposed approaches.

Parts of this chapter have been published in Nabais et @ 3(28,f).

6.1 Introduction

In a transportation network, which can be represented bgpigioperations man-
agement can be addressed from an overall perspective fovhtbke network or

using a decentralized or distributed perspective conisigex local (node) per-

161
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spective. For the node manager it is important to show toatiners (neighbor
nodes and transport providers or more specifically mershdotwarders, gov-
ernmental regulators in cargo networks) that the node isabte and trustworthy
component in the transportation network and contributisiertly to the com-
mon goal while respecting environmental policies. In theatse, 1) for client sat-
isfaction it is necessary to guarantee that all cargo agiait the node is assigned
to the existing transport capacity such that it arrives oretat the final client, 2)
for regulator authorities it is necessary to respect envitental policies like the
transport modal split, and 3) for the node perspective iigartant to achieve the
previous goals in the most economical way such that the nemains attractive
for clients and is economically viable.

This thesis considers the performance of a node and sulsmatten in terms
of client satisfaction, that is to say, the capacity to assifjcargo to the transport
capacity available such that the cargo is delivered at theegigtime and at the
agreed location to the final client (Nabais et al., 2013c).eWwhub-node A in a
complex node is not able, using the transport capacity atigjsosal, to assign
all cargo towards the final destination at a given time steyh $hat the destina-
tion is reached on time the complex node performance istaffedhe remaining
sub-nodes should contribute to solve the problem of sule-#odhich should be
seen as a common problem to all sub-nodes. If there is no cdé-available at
the complex node to switch transport capacity with sub-naddthe only solu-
tion for sub-node A is to ask for more transport capacity thi® complex node
which will contribute to increase the congestion at the clempode. In a critical
situation, this can lead to significant deterioration of diperations management
performance at the complex node. This can have a significapadt in some
transportation networks depending on the application dom@onsider the ex-
ample of a cargo network. The seaport will be less attracisv@ gateway to reach
the hinterland and will loose market share for the neighkapsrts. Competition
among terminals should be seen inter seaports and not gd@o&s. Terminals
are active parts for the seaports performance and they bdirefitly from being
integrated in an efficient seaport.

Model Predictive Control (MPC) is an online optimizatioaded control ap-
proach that minimizes at each time step a cost function stitgeonstraints. The
MPC strategy is chosen to address operations manageméra tnahsportation
network due to its ability in incorporating predictionsgg.about cargo evolution
at the terminal) in the optimal problem to be solved. Operatimanagement at a
node will anticipate the assignment of cargo to the trartisgapacity available in
order to overcame the occurrence of predicted cargo janmeatdde. This effect
is described as a push of cargo towards the final destinatian optimal way.
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6.1.1 Problem Formulation

Two main problems can be solved using the node modeling apprnoroposed in
Section 3.4:

Assigning Cargo: in this case the connection schedule over time is assumed
known and constant, it is not influenced by the node manadperpfoblem
to solve is to find the best way to assign cargo to the givendsdhesuch
that the destination and due time requirements for the cargmet;

Assigning Cargo and Schedulesin this case the connection schedule for each
time stepk can vary but belong to a known group of possible schedsilgs
son, > 1. The problem to solve is to find the least costly schedule such
that the destination and due time requirements for the cargmet.

The problem to solve is stated from the node perspectivellasvi

Problem 6.1 (Node Transport Modal Split) At each time step, given a known
transport capacity per transport modality and destinatibaw should the existing
cargo at the node be assigned to the transport capacity abkalsuch that:

1. cargo is delivered at the agreed location and at the agtewd and;

2. the desired transport modal split is fulfilled.

The first goal in Problem 6.1 is related to client satisfatdad has been addressed
in Nabais et al. (2013c) while favoring sustainable tramspodalities, but there a
desired transport modal split is not considered. A modifedion of Problem 6.1
for sub-nodes at a complex nodes can be stated as follows:

Problem 6.2 (Node Transport Cooperation) At each time steg, how the ex-
isting transport capacity at a complex node should be dsted amongst the
sub-nodes within it such that each sub-node solving ProlBidncontributes to a
better performance of the complex node?

6.2 Sustainable Transport Modal Split

The network node dynamics is described by model (3.49)2f3$ee page 92).
Operations management at a node are addressed by a corgndlthgough a
model predictive controller. The cost function of the mopleddictive controller
iIs composed of three components:
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Destination and Due Time: different penalties can be introduced for the com-
bined pair destination/due time,

Fx(Xag (k) u(k)) = a (k) (ag (k) — Pru(k)u(k)] (6.1)

whereq! (k) is the time-varying penalty for the state-space to allovedif
ent priorities over time an®,, (k) is the projection from the control action
space into the state-space that is time-varying dependirigeoschedule at
time stepk;

Transport Modality Used: different modalities can be distinguished according
to their environmental impact,

fa(u(k)) = dy (k)P ra(k)u(k), (6.2)

whereq! (k) is the time-varying penalty for the state-space to alloviedif

ent priorities over time and® (k) is the time-varying projection matrix
from the control action-space into the current connecticimedule space
with dimensiom,,, x n,(k);

Connection Schedule:different schedules may be available over time with dif-
ferent environmental impact which is translated into tHe&Wing cost,

fala(k)) = qa(F), (6.3)

wheregq, (k) is made time-varying to account for different schedules ove
time.

For a prediction horizomV, the cost function is defined as,

Np—1

J(Raghe Uy ) = Y fu(Xag(k + 1 +1),u(k +1))
=0

+fa(uk +1)) + fala(k +1)), (6.4)

where x,, ,, is the vector composed of the state-space vectors for eauoh ti
step over the prediction horizohx,,(k+1) ..., xL(k+N,) ]T, 0y, is
the vector composed of the control action vectors for eatte tstep over the
prediction horizon[ u™(k) ,..., u"(k+ N, —1) ]T, and &, is the vector
composed of node schedules for each time step over the poeditorizon

[a(k) ..., alk+N,—1) ]T. The MPC problem for a sustainable transport
modal split at the intermodal hub can now be stated as:

min - J(Xagk, Ug, ) (6.5)
Ug,xk
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subjectto  X.o(k+1+1) = Apg kriXag(k +1)

+Bagpriu(k +1) + Bagad(k +1) (6.6)
y(k+1) = CoyXag(k+1), 1=0,...,N,—1 (6.7)
Xag(k+1) >0 (6.8)
uk+1)>0 (6.9)
Poo(k 4+ Du(k + 1) < uclk+D (6.10)
P (k+Du(k +1) <xp(k+1) (6.11)
u(k +1) < utp (6.12)
Bj.y; € By (6.13)

whereu) is the available transport capacity with dimensign(k) using sched-

ule a(k), u:(gﬁf contains the maximum admissible cargo capacity for eacti-des
nation for all connections. Constraints (6.9)—(6.12) ateoduced to guarantee
the assumptions made on the node behavior: constrainti(6f@ses that only
loading operation is possible; the transport capacity panection and sched-
ule is bounded through (6.10); control actions can onlygassargo available at
the node which is imposed by constraint (6.11); proper assent of cargo with

respect to destination is imposed using constraint (6.12).

6.3 Desired Transport Modal Split

Transport modal split is a feature of each intermodal huletvis calculated over
a large time interval, and depends on past decisions. Whemgdhe MPC
problem (6.5)—(6.13) in a receding horizon fashion, the@mctions are found
taking into account information related to future predinos and decisions solely.
The MPC problem (6.5)—(6.13) must be reformulated in ordexccount for past
decisions. To do so, a terminal state constraint on the abdécisions over the
prediction horizon is proposed.

6.3.1 Terminal State Constraint

Define the starting time sté; from which the transport modal split at the node
should be calculated, leading to a time interval of lenyth= k£ — k + 1. It

is assume that all information regarding cargo assignmentrpansport modality
over the specified time interval is available. The followsigps are necessary to
determine the terminal state constraint:

1. Process past informatiortollect the amount of cargo assigned per transport
modalitytis(k) = [ a1(k) ... ing(k) ]T over the specified time interval,
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whereng is the number of different transport modalities at the notiee
current transport modal split at the nodg k) can be determined using,
us(k)

) = sl (6.14)

. Estimate the cargo volume at risk of not respecting the due to destina-

tion: the amount of cargo that will be assigned by the optimal secgi&,
found solving the MPC problem (6.5)—(6.13) is related todhego at risk

x,; at time stegk over the prediction horizon and can be used as an estimate
for the amount of cargo to be assigned at time &tephe following relation

IS used,

[Tt (B) |1~ (%2 (B) 1y~ [[Tex () |2 (6.15)

wheret,, is a column vector with lengthg whose entries are the expected
amount of cargo to be assigned per transport modality oweptéadiction
horizon. The amount of cargo at risk; can be determined by evaluating
model (3.49)—(3.52) over the prediction horizon using notad actions
(cargo assingments), the known prediction about futurgacarrivals, and
setting the initial state equal to the current stajg(k) but with no lost
cargo;

. Determine the terminal state constrairthe transport modal split over the

prediction horizonug y, is set to compensate the current transport modal
split deviation (see Figure 6.1),

us,Np (]C) = us,ref(k) + Ble [U.S’ref(k) — us(k)] (616)

wherexsg ¢ IS the desired transport modal split afdis a positive coefi-
cient. The expected amount of cargo to be assigned per tremapdality
over the prediction horizon is

Uey (k) = ||ﬁex(k)||luS7Np(k) (6.17)
The terminal constraingy, is obtained by assuming upper and lower devi-
ations to (6.17) for each transport modality,
Potiopt (k) < Gex(k) [1 + O] = 0 (6.18)

ex,max

Psuﬁopt(k) ; ﬁex(k) [1 - 5min] = ﬁo (619)

ex,min

wherePy, is the projection from the optimal sequence &g, into the
transport modality sef, ¢,,., andd,,;, are tolerance coeficientﬁ,fj&max
anday, ,;, are the initial upper and lower bounds of the terminal caristy

respectively.
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Figure 6.1: Terminal set constraint fag = 2 transport modalities.

6.3.2 Desired Transport Modal Split Algorithm

Using the terminal state constraint (6.18)—(6.19) may edeasibility problems
to the MPC problem (6.5)—(6.13), for instance the termitatesconstraint can
become unreachable for the given structural transportor&wvinitial state, and
exogenous inputs over the prediction horizon. The termstate constraint is
represented in Figure 6.1 for a case of two transport maeilifThree different
situations may occur:

1. the MPC problem is feasible and the optimal sequence @asport modal-
ity Py, U, (k) is inside the terminal state constraisiy,. In this case, a
solution has been found which is not worse than the susti&isatution in
terms that no extra cargo has been lost;

2. the MPC problem is feasible b, i, (k) is over the upper bounds of
the terminal state constraint. In this case, the optimalisege may not
assign cargo that is at risk to respect the terminal statstent. This
needs further information to see if a worst solution in tewhsargo lost
has been achieved when comparing to the sustainable transpdal split.
A simple procedure is, in case of existing lost cargo, to exphe upper
bounds per transport modality by the amount of lost cargo,

O e = Wama T [Xogill1s 7=1,23,.. (6.20)
wherej is the time iteration at time stefg andx]_, is the amount of lost
cargo over the prediction horizon using the optimal seqedoand at iter-
ationj which can be determined using model (3.49)—(3.52);

3. the MPC problem is unfeasible. In this case, the comlonaif available
cargo per destination at the node and the network transgypout is not
sufficient to reach the terminal state constragf. The procedure to obtain
a feasible problem is to be less restrictive at the lower dewvhich can be
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solved by relaxing:
l_lj+1 = 62 ' ﬁg)gmin? J = ]-7 27 37 to (621)

ex,min
where0 < 5, < 1.

The choice of parameters;, 5>, dmax, andd,i, IS @ compromise between
accuracy in achieving a desired transport modal split aedcttimputation time
required to do so. The MPC problem (6.5)—(6.13) is updatdl thie following
terminal state constraint,

Pou(k+1) <@ I=1,...,N,, (6.22)

ex,set

(agmax)T (@ )T }T. The procedure for each time step

ex,min

whereit’

ex,set

is described in Algorithm 7.

6.4 Cooperation Between Sub-Nodes

The cargo assignment problem for each sub-node at a comptéxia done by
a control agent which formulates an MPC problem. Controhégevill assign
cargo knowing the sub-node state, cargo arrival patterritemttansport capacity
at their disposal. Control agents solve their problems iarlfel way. At each
negotiation step, control agents share with a coording@en&(which can be asso-
ciated with the complex node manager) the marginal costshware related to the
amount of cargo that will not reach the final destination ameti The coordinator
agent uses this information to redistribute the transpahcity amongst control
agents such that a less penalizing situation for the conmpbebe is reached. Ne-
gotiations will proceed until all cargo is assigned such tha final destination is
reached on time or, the solution shows no improvement. Tgpsaach, following
a primal decomposition of the optimization problem has ttheaatage of reach-
ing at each negotiation step a feasible solution, so in ces®dong negotiations
the current solution is feasible and can be applied to theptexmode.

6.4.1 Control Agent for Each Sub-Node

The dynamics of the sub-node is captured by model (3.5%92)3see page 94).
The cost function of control agentassigned to sub-nodas composed of three
components in accordance to Section 6.2. For the predibtozon NV, the cost
function for control agentis defined as,
Np—1
Ji(ikﬂ', ﬁkﬂ', ONék) = Z fxﬂ'(XZ‘(kZ -+ l), uz(k + l))
=0

—i—fu,i(ui(k‘ + l)) + fa7i(ai(k + l)) (623)



6.4. COOPERATION BETWEEN SUB-NODES

169

Algorithm 7 Desired Transport Modal Split

1: for eachtime steg do

2:

w

© o N

10:

11:
12:
13:

14
15:
16:

17:

18:

19:
20:

collect the starting time stefa; to be considered for the
transport modal split
determine the accumulated cargo per transport modality
estimate the quantity of cargo at risk over the prediction
horizon using model (3.49)—(3.52)
determine the terminal constraint using (6.18)—(6.19)
find the optimal sequenag,,; for the MPC
problem (6.5)—(6.13) with constraint (6.22)
if MPC problem is not feasiblen
repeat
relax the lower bounds of the terminal set using (6.21)
find the optimal sequenag,,; for the MPC
problem (6.5)—(6.13) with constraint (6.22)
until MPC problem is feasible
end if
determine the lost cargo over the prediction horizon using
the optimal sequenae,,; as input to model (3.49)—(3.52)
if there is lost cargthen
repeat
relax the upper bounds of the terminal constraint
using (6.20)
find the optimal sequenag,,; for the MPC
problem (6.5)—(6.13) with constraint (6.22)
until lost cargo reduction is zero
end if
applyu,p to the intermodal hub

21: end for
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wherex,, ; is the vector composed of the state-space vectors for eaehdgiep
over the prediction horizof x} (k + 1) ..., x[(k+N,) ]T, i1, ; is the vec-
tor composed of the control action vectors for each time steg the predic-
tion horizon [ uf(k) ,..., uf(k+N,—1) }T, and a;, is the vector com-
posed of the sub-node schedules for each time step over ¢decpon horizon

[ ai(k) ..., ai(k+N,—1) }T. The cargo assignment problem respecting
the cargo due time and destination can be written using an Mgy for each
control agent at the complex node (Nabais et al., 2013c),

I}llin Ji(Xp i, Ui, Qi) (6.24)
subjectto  x;(k+1+1) = Ax;(k+1)

+Byi i (k+1) + Badi(k +1) (6.25)

yilk +1) = Cix;(k+1), 1=0,...,N,—1 (6.26)

x;(k+1) >0 (6.27)
w(k+1)>0 (6.28)

Pk +Dwi(k +1) < x;(k+1) (6.29)

w(k +1) < ulfer? (6.30)
Poi(k+Dui(k+1) <Ok +1) (6.31)

Bii1i € B (6.32)

where® (k) is the available transport capacity with dimensigg(%) at the com-
plex node using schedule(k), u:(g';),i contains the maximum admissible cargo
capacity for each destination for all connections. Coisisg6.28)—(6.31) are
introduced to guarantee the assumptions made on the swbb®ddhvior: only
loading operation is possible (6.28); control actions caly assign cargo avail-
able at the sub-node (6.29); proper assign of cargo in regpdestination (6.30);

the transport capacity per connection and schedule is fralifEd31).

6.4.2 Coordinator Agent

The problem each control agent solves is coupled due to thetreont (6.31). In
order to overcome this coupling, a primal decompositiorhefariginal problem
which guarantees a feasible solution at each negotiatem;sts proposed. A
new control agent, designated as a coordinator agent, milaie the resource
allocation among sub-nodes such that the following retatiolds

O(k) =Y 0(k). (6.33)
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Figure 6.2: Cooperation schematics among sub-nodes at pl@omode.

Using (6.33) is possible to rewrite constraint (6.31) as
Powi(k + 0wk +1) < O;(k+1) (6.34)

leading to/N decoupled cargo assignment problems which are solved kyoton
agentsl to N using only local information available: the sub-node stgtand
the cargad, (see Figure 6.2). The cooperation problem has been transtbinto

a resource allocation problem. Control agents share wehctdordinator agent
the marginal costg; associated with the resource allocated, no private inferma
tion regarding the sub-node activity is shared. The coatdinagent will execute
the resource allocation update, between negotiation ,skeysed on a switch of
resources from the control agent with the lower marginat tmshe one with a
higher marginal cost (Johansson and Johansson, 2005;siaimeet al., 2008),

NP

=1
where is an adequate stepsizg, is the vector for resource allocation among
terminals for resourcé: and is given by[ Op1 ... Osn ]T, g Is the marginal
cost vector for resourc@ and is given b){ gl - GmN }T, andW is a square

weighting matrix with sizeV verifying W = WT andW1 = 0 (1 is a column
vector will all elements equal to one afds the zero column vector). The opera-
tor Py(v) denotes the Euclidean projectionointo the set). See Xiao and Boyd
(2006) for details on how to determine the elements of maWixuch that this
approach converges.

After the initial resource allocation, negotiations betwesontrol agents will
only start in case at least one control agent is not able, téenegotiation hori-
zon, N, (N, < N,,) to assign all cargo such that it can be delivered at the final



172 CHAPTER 6. NODE OPERATIONS MANAGEMENT

Algorithm 8 Cooperation Amongst Sub-Nodes at a Complex Node
1: for each time step do
2: initiate negotiation step countér 1

3: initiate the stepsizg’
4: coordinator agent aIIocat@ﬁ among terminals
5: control agents determine in parallel the optimal cargogassenti,p; ; by
solving (6.24)—(6.32) updated with (6.35)
6: control agents share the marginal casts
7 control agents determine the cargo lost when usifg ;
8: if at least one control agent is loosing cathen
9: repeat
10: increment the negotiation stép=1+ 1
11: coordinator agent updates the stepgize
12: coordinator agent updatﬁﬁ using (6.35)
13: control agents determine in parali@l; ; by solving (6.24)—(6.32)
updated with (6.35)
14: control agents share the marginal castsvith the coordinator agent
15: control agents determine the cargo lost using: ;
16: until all control agents are not loosing cargo or resource allmcatpdate is
less thany
17: end if

18: each control agent apply, ; which is the first component of the optimal cargo
assignmentigp ;
19: end for

destination at the agreed time (it is considered that thensgle isloosing cargg.
Negotiations will continue until there is no lost cargo otre negotiation horizon
for all control agents or the resource allocation updatel®ty a threshold, that

is to say,>_~, |©! — ©!~!||; < 4. The cooperation procedure to follow at each
time step is described in Algorithm 8.

6.5 Case Studies

Operations management at nodes are addressed using thageut scheme for
cooperation between sub-nodes proposed in Section 6.4ofthmization prob-
lem formulated by each control agent is solved at each tiepeaitthe simulation
using the MPT v2.6.3 toolbox with the CDD Criss—Cross sofeerinear pro-

gramming problems (Kvasnica et al., 2004).



6.5. CASE STUDIES 173

6.5.1 Intermodal Container Terminal

Consider the intermodal container terminal A integratea@ imansport network
composed of intermodal container terminals presented in Section 3seé Fig-
ure 3.9 on page 93).

Sustainable Transport Modal Split

Assume that the daily connection schedule is fixed € 1) and the arrival pat-
tern is known and given as indicated in Section 3.5.1. Therobagent has to
overcome two challenges along the chosen scenario:

e the terminal initial state and the arrival scenario is safremte a container
peak at time step = 3;

e at time step: = 8 the arrival pattern is increased 1860 TEU with 41.2%
of containers with 8 days due time. This will create a peak of containers
at time stepk = 11.

Simulations run foR0 iterations and different prediction horizons are invesigl
from 1 to 4 prediction steps. Some guidelines for setting the MPC agsttfon
penalties are:

¢ regarding destination and due time only the state-spadablarelated to
one day due time is penalized. This penalty should be largeiginto
force the departure of containers belonging to the one dayithe into the
hinterland;

¢ for the transport penalty a distinction is made concerneglifferent trans-
port modalities present at the terminal (the barges arepdesalized and
trucks are the most penalized) and the connections for eac$ytort modal-
ity (morning connections are less penalized);

e schedules with a higher number of connections have a penaltyase to
account the fact that more terminal resources are being used

When using an one time step prediction, the controller isabt# to make any
prediction about the future terminal state, in particubag possibility of missing
the container due time. The controller is simply reactinghte current one day
due time and to accomplish that it necessarily has to inertresuse of the truck
modality 83.8%, see Table 6.1). Increasing the prediction horizon isaaitto
allow assigning cargo in advance to the available connestsuch that the due
time is verified. A prediction horizon equal or larger thasteps is sufficient
for the test scenario to respect due times for all cargo, stmstocargo occurs
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Figure 6.3: Transport modal split fo¥, = 1 andN,, = 3 for sustainable transport
modal split.

Npy=1 N,=2 N,=3 N,=4
Barges [%] 43.5 57.0 61.5 63.0
Trains [%] 22.5 16.7 13.1 11.9
Trucks [%)] 33.8 26.3 25.4 25.2

Table 6.1: Transport modal split for sustainable transpardal split.

Ny=1 N,=2 N,=3 N,=4

Total time [s] 36 392 7306 24846
Average time [s] 1.8 19.6 365.3 12423
Cargo lost [TEU] 420 30 0 0

Final state [TEU] 1640 1370 1280 1100

Table 6.2: Prediction horizon analysis for sustainablegpart modal split.

(see Table 6.2). With the ability to use forecasts or préamhstthe controller has
the capacity to increase the share of a slower transport litiedasuch as barge
modality, towards a more sustainable transportation rniétygze Figure 6.3). By
penalizing less the barge modality it is possible to achéeskare 0t3% for this
transport modality, with a prediction horizon #time steps. The transport modal
splitis not only determined by the terminal decisions bsbdly the container des-
tination share and the available connections. Note thaéasing the prediction
step from3 to 4 time steps does not decrease the volume of containers ad<sign
the truck modality (see Table 6.3). Truck modality is theydnhnsport modality
available for destination A.

Increasing the prediction horizon introduces the abilityptedict the possi-
bility of failing the cargo due time but introduces a compiataal burden. The
computational time increases in an exponential way (seke®B). The impact
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Ny=1 N,=2 N,=3 N,=4
Totalcargo 19020 19680 19800 20000

Barges 8280 11220 12170 12600
Trains 4310 3300 2600 2370
Trucks 6430 5160 5030 5030
Due time 1 19020 13950 12800 12020
Due time 2 0 5730 6020 5890
Due time 3 0 0 980 2090

Destination A 4860 4990 5030 5030

Table 6.3: Loaded cargo analysis for sustainable transpoaal split (in TEU).
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Figure 6.4: Assigned cargo to connections (left) and casgb(tight) for sustain-

able transport modal split.

of predicting the future is best seen in Table 6.3 lookinghat assigned cargo
categorized according to the due time: using a one stepgti@dihorizon only
cargo related to one day due time is loaded. For a predictiwizdn of three
steps, cargo of three days due time is loaded (see Figure B phenomena
is also seen at the initial time step, the volume of loadeda& growing with
the prediction horizon. Naturallyv, = 3 is the configuration with more cargo
assigned initially as it predicts the cargo jam that will wicat time step: = 3.
Decreasing the amount of cargo transported with one dayicheeimcreases the
network flexibility. Less cargo is transported close to the time and therefore
there is a higher time margin to accommodate some unforsexerous events
as traffic jams or bad weather conditions.

Assigning Cargo and Schedules

For testing the capacity to update the connection scheduata@ing to the current
cargo demand it is assumed that two different schedulesvarable,n, = 2:
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Figure 6.5: Terminal time evolution and daily schedule foe assignment of
cargo and schedules.

e schedulel as presented in Section 3.5.1 (see page 95) with a maximum

daily capacity ofl430 TEU;

e schedule is obtained from the previous schedule by eliminating theraf
noon barge connection, reducingdh0 TEU the daily outgoing capacity.
Train connections are usually a result of long term negotiaand for that
reason are not considered as a tunable parameter. Truckayseity re-
mains constant.

Schedule2 with 14 daily connections offers a reduction in terminal operation
costs, in comparison to thi& daily connections provided by scheduleThere-
fore using schedul2 is less penalized than using schedul@ he initial terminal
state is the same as used for the sustainable transport spldaiest, with an
initial peak of containers on the third time step. To allow tioice between both
schedules the arrival pattern is reduced after time $tephe model predictive
controller is using a prediction horizon of two time steps.ebch time step the
controller will decide the cargo to be assigned to the curkewwn connection
schedule and will make the decision for the connection sdledd be used in the
next day.

The terminal is working under some pressure in the initraktinstants (see
Figure 6.5). The peak of containers is reached at time/step2 with approxi-
mately1600 TEU, and the daily loaded cargo is arourtdd0 TEU. After time step
k = 5 the amount of arrived containers drops, leading to a deem@ashe amount
of containers at the terminal. The model predictive cofgrdias more freedom
to chose between the 2 available schedules. Due to the aroboontainers de-
crease, it is possible to switch to schedRilat time stept = 8 (see Figure 6.5).
Between time stepp = 7 and time stegc = 12 the daily schedule is changing
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Figure 6.6: Daily transport modal split in volume and petege for the assign-
ment of cargo and schedules.

every day, but after time stép= 12 it remains at schedutzdue to the decrease
in container volume. Scheduteis chosenl0 times during the test, leading to a
reduction of20 barge berth at the terminal. Figure 6.6 shows the transpodam
split for barge, train and truck modalities in volume andceatage along time.
For the chosen scenario, cargo was assigned with the trdmapdal split56%,
19% and25% for barge, train and truck modalities, respectively.

Transport Modal Shift

For illustration purposes two transport modal splits, ireppby the Port of Rotter-
dam situation, are used; = (45;20; 35) of 45% for barges20% for trains and
35% for trucks andS, = (50; 25; 25) of 50% for barges25% for trains and25%
for trucks. As a reference for comparison the sustainabtesport modal split is
used. Each strategy is tested for a prediction horizoWpfe {1;2;3;4} time
steps. A scenario of cargo arrival at the terminal was cdeassuming equal dis-
tribution among destination8%% per destination) (see Section 3.5.1 on page 95).
Given this configuration the minimum share for truck mogalitithout losing
cargo is precisel25% and therefores, is more demanding thasy. The terminal
initial condition was set to create a jam on time step= 3. The daily arrival
of containers is around an average96f) TEU but every8 days a peak occurs
with an arrival of2200 TEU with a higher impact on three days due time. The
imposed transport modal split uses the following paramseter= 2, 5, = 0.9
andd,.. = dmin = 0.01. The starting time step,; is considered fixed and equal
to the first time ste@g = 1, which means that the transport modal split is being
calculated over the whole simulation time.

When increasing the prediction horizon all strategies dle & avoid the
existence of lost cargo due to the capacity of detecting uh&d¢ occurrence of
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Sustainable Split
Cargo ustainable Spli

Ny=1 N,=2 N,=3 N,=4

Barge 51540 77410 77490 77490
Train 27630 19160 22480 25410
Truck 43160 39960 37840 35000
dt=1 122330 81210 82690 76450
dt =2 0 55320 39510 42350
dt =3 0 0 15610 19100
Dest. A 34040 34360 34520 34530
Dest. B 34193 33240 34360 34440
Dest. C 30975 34490 34510 34490
Dest. D 27794 34440 34420 34440
Lost C. 15110 1120 0 0
Total 122330 136530 137810 137900

Table 6.4: Analysis of the assigned cargo (in TEU).

cargo peaks at the terminal (see Table 6.4 and Table 6.5).tWétincrease of the
prediction horizon there is an effect of anticipating thegoaassignment which
can be stated gsushingcontainers towards the final destination. The use of a
terminal state constraint can also increase the pushingmtfmers as can be
seen forN, = 1 and N, = 2. Itis important to note that; andS, respect
the desired transport modal split without losing more cdlgm the sustainable
transport modal split for the same prediction horizon.

By increasing the prediction horizon the sustainable frartsmodal split fa-
vors the barge modality and the transport modal split achiéy dependent on the
arrival pattern and the transport network layout. For tpansmodal splitsS; and
S, the desired transport modal split is achieved regardlesgriidiction horizon
used (see Table 6.4, Table 6.5, and Figure 6.7). In compatisthe sustainable
transport modal split approach, the transport modal $plis fulfilled at the cost
of reducing the daily share on barges and increasing thg slaére on train and
truck modalities (see Figure 6.8). Note that the daily maegét of truck modality
is never bellow25% for the sustainable transport modal split.

In comparison to the sustainable strategy the imposedegiratduces the
share on barges and increases the share on trains as thenodelity is almost
imposed by the amount of containers for destination A. THisceis also visi-
ble in Figure 6.9 in terms of transport capacity used per rityddhe pushing of
containers towards the final destination can be seen in&ga0. For the sustain-
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Cargo Split (45;20;35) Split (50;25;25)

N,=1 N,=2 N,=3 N,=4 N,=1 N,=2 N,=3 N,=4
Barge 55643 60791 61482 61692 60577 64785 67906 68409
Train 25055 26749 27105 27515 30288 33417 34604 34491
Truck 43490 49359 49443 48841 36137 39408 35390 35000
dt=1 118775 81367 68497 62842 113109 78637 73045 66189
dt = 2 4888 55533 46454 52080 13480 53421 42161 47723
dt =3 524 0 23079 23126 413 6552 22695 23988
Dest. A 34040 34360 34530 34490 34040 34360 34530 34530
Dest. B 34390 33640 34510 34498 34193 34280 34440 34440
Dest. C 28685 34490 34530 34530 30975 34530 34490 34490
Dest. D 27073 34410 34460 34530 27794 34440 34440 34440
LostC. 13485 750 0 0 10630 120 0 0

Total 124188 136900 138030 138043 127002 137610 137900 137900

Table 6.5: Analysis of the assigned cargo (in TEU).
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Figure 6.7: Transport modal split evolution 8¢ (left) and .S, (right) transport
modal splits usingV,, = 3.
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Figure 6.8: Comparison between the daily transport modassgsing NV, = 3.
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Figure 6.9: Comparison between the transport capacity psednodality for
sustainable (left) and, (right) strategies using/,, = 3.

able strategy the quantity of containers at the termindinays abovel 100 TEU
while for the imposed strategy the terminal constrainteases the pushing effect
and the quantity of container at the terminals can fall uridéd TEU before a
periodic peak.

6.5.2 Seaport

Consider the seaport represented in Figure 3.9 and distirsSection 3.5.2 (see
page 95). For illustration purposes three strategies foniteal cooperation are
used:

e centralizedP;: in this case all terminals provide to the Port Authority all
local information about the terminal stateand the cargo arrival pattet.



6.5. CASE STUDIES 181

2500r
2000

EVIEARIRIE AR IRAR E

TEU

] il 1
1 'rll w! 1 I' 1y
: ] \ [ ! 1
10002 e on s vlos bt M LUt e b S

5001 —Yard 5001 —Yard
---Control ---Control
0 --Arrivals 0 -- Arrivals
30 60 90 120 30 60 90 120
time k time k

Figure 6.10: Terminal behavior for sustainable (left) aidright) modal splits
usingN, = 3.

The seaport act as a single terminal solving problem (665)3). Having
into account all information available at the seaport th&ls to the optimal
cargo assignment;

e selfishP,: in this case there is no information share between termioal
with the Port Authority. Each terminal negotiates with trensport opera-
tor. For comparison issues, it is assumed that the transppécity offered
by the transport operator is fixed, and divided in equal shireall termi-
nals. Therefore, to face jams in the transport demand eactina has to
use a longer horizon for planning the cargo assignment;

e altruist P3: in this case all terminals are cooperative and they trughen
Port Authority to decide how to share the transport capaitpng termi-
nals over the prediction horizon, g, = NN,,. The Port Authority allocates
resources among terminals such that the seaport, as a sl losses
the minimum amount of cargo. Terminals share with the PothAuity the
marginal costs related to the use of resources allocateddunformation
is shared regarding each terminal state or cargo arrivedipat

Terms in cost function (6.23) are set equal for all terminfds the pair des-
tination/due time the state-space variable related to ayedde time is the only
penalized as all destinations are reachable in one dayhéoransport penalty a
distinction is made concerning different transport mdadsdipresent at the termi-
nal (the barges are less penalized and trucks are the masizsel).

The weight cooperation matriW is considered full,

2 -1 -1

W=|-1 2 -1 (6.36)
1 -1 2
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Np:2 Np:3 Np:4

Py P, Ps3 Py P, P;3 Py P, P;3

T, — 1952 450 - 734 0 - 734 0
Ty — 0 171 — 0 0 — 0 0
Ta — 1205 90 — 745 0 — 486 0
Seaport 560 3157 711 0 1479 0 0 1220 0

Table 6.6: Cargo lost (in TEU) at the seaport using diffecemtperation strategies
among terminals.

such that all terminals decisions are taken into accountptiate the resource
allocation. At each time step the number of resources toeshiawong terminals
is n,, N,. The step size is updated usifg = 0.93'. As threshold for stoping
negotiations was use= 0.1 TEU.

Using a centralized strategy it is possible, for the cargivarpattern at the
seaport (see Figure 6.11), to assign all cargo to the tranhsppacity such that the
due time to destination is respected (see Table 6.6). Cemsglthe individual
terminals with the cargo arrival pattern indicated in Feg6rl1, only the altruist
strategy is able to perform similarly to the centralizedstgy and forV,, > 2
all cargo is assigned respecting the due time to destinafibe selfish strategy
only performs well for terminal’; which is the one with less amount of cargo to
assign. For terminal§; andT3; more planning is required, that is to say a longer
prediction horizon is required. In this case, using a foap gtrediction horizon is
not enough to assign all cargo such that the due time is respec

Increasing the capacity to anticipate future jams, throadgwrger prediction
horizon, leads to an increase in the computation time (Sele®a7). A reasonable
compromise according to the application specificationsdgsiired.

Figure 6.12—6.14 shows the cargo assigned per terminal egatiation pro-
cess using the altruist strategy. The number of negotiatews decreases with the
increase of the prediction horizon used, due to more freedassigning cargo:
292, 150, and131 negotiation steps foN, = 2, N, = 3, and N, = 4, respec-
tively. The altruist behavior is well described in Figurd®where the cargo lost
decreases from00 TEU to close tol0 TEU at the seaport with'; loosing more
cargo at the final negotiation step in benefit of the seagwat,i$ to say, in benefit
of all terminals. ForV,, = 2 the coordinator agent is allocati3g different types
of resources among the three terminals. From Figure 6.34lear that terminal
Ts is receiving transport capacity mainly from termifial Terminal7s, due to the
share of transport capacity, is forced to use less sustait@mnsport modalities
but with a small share. Connections 1 to 6 correspond to baagkality, connec-
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Average [s] Maximum[s] Standard Deviation [s]

Py 7.2 14.2 2.6
Ny=2 P, 19.2 34.0 4.4
P 99.9 438.2 121.8
P 34.7 71.1 9.2
Ny=3 P, 115.7 217.4 45.1
P 307.8 767.2 227.3
Py 141.4 195.3 29.4
Ny=4 P, 688.1 2221.3 400.5
P 2265.0 11977.0 2705.5

Table 6.7: Computation time for the different cooperatiofigges amongst termi-
nals.
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Figure 6.11: Cargo arrival pattern at the seaport (left) @argo split among ter-
minals (right).

tions 7 to 14 correspond to train modality and the last twaneation correspond
to truck modality.

6.6 Conclusions and Discussion

In this chapter it is assumed that network nodes are redgenfr allocating
cargo to the available transport capacity. With the prog@g®roaches the node
agent can assign cargo to daily connections at the nodegeaby the transport
operator, in order to match the current transport demamdjesther a sustainable
transport modal split or a desired transport modal split. tRe desired transport
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Figure 6.12: Cargo assigned per terminal (I€ft = 2, right N, = 3) using the
altruist strategy.
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modal split a so-called terminal state constraint is addedhfe sum of assigned
cargo per transport modality over the prediction horizogumle the cargo assign-
ment. Feasibility of the optimal problem is assured by nelgthe lower bound of
the terminal state constraint. When relaxing the upper dadnthe terminal state
constraint no restriction is made concerning the trangpodality used, therefore
all cargo is assigned to the transport capacity such thatubdime to destination
is respected. The multi-agent scheme for cooperation ast@up-nodes takes
the node perspective (full cooperation) and can be usedad #oti) check if the
transport capacity available at the node is enough for thgocarrival pattern at
sub-nodes such that all cargo is assigned respecting thienakeieo destination, ii)
test policies to promote cooperation among sub-nodes jiapdamote and guide
cooperative relations between sub-nodes at a complex node.

The information gathered at the node can be used to suppodra active
role of the node at the transportation network. Similar tatis called termi-
nal haulage. This concept allows pushing cargo towards tia¢ diestination, if
transport capacity is available at the node. When cargoskgulinto the network
the risk for due time violation decreases since a higher timaggin for the cargo
to reach the final destination results. This feature deesettee burden of having
nodes full of cargo thus increasing the transport netwowrilfikty.
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Chapter 7

Conclusions and Future Research

In this thesis transportation networks have been discusseddifferent perspec-
tives. First, modeling of continuous-time and discreteetiflow networks were
addressed for single and multiple commodities. Then, ragiint methodologies
for fault diagnosis, and operations management were diecuasnd proposed. In
particular, a multi-agent architecture for fault diagsoai multi-agent heuristic for
network operations management, a constrained MPC scheraalfsired modal
split at transportation nodes, and a multi-agent schemedoperation amongst
sub-nodes is proposed. This chapter summarizes the mainbzcaions and out-

lines future research and work directions.

7.1 Conclusions

In its essence, a transportation network is a collectionocafes (with some po-
tential) linked through connections (flux capacity). Thegndial is associated
with the state of the network, while the flux is the controli@ctavailable. Both,
potential and flux, form the information available to be exuhed between dif-
ferent partners in order to fulfill the transport demand. sTikia key point when
addressing locally a transportation challenge such treasttution found can be
easily scaled to a large-scale transportation network. épdederstanding of i)
the challenges to be solved locally, ii) the existing researto do so, and iii) the
information available, can guide the formulation of a cohpiroblem that can be
useful to overcome the existing challenges. The modelimgg@khould be seen as
part of the control problem formulation and not as a sepaestearch field. This
thesis adopted this approach as a guideline to address ttielingy monitoring
and operations management of transportation networks.

The main contributions of this thesis related to transpiomanetworks are the
following:
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Modeling Water Conveyance Networks: a modular and flexible framework for
modeling water conveyance networks has been proposed. raimework
is based on a discrete-time state-space model for watendgaan a canal
pool. The model can use either flow or water depth boundarditons
which make it rather flexible for modeling large scale netsor It can
incorporate either hydraulic structures (such as gatesuormpg) or large
reservoirs (such as lakes or river basins). An importantifeaof the model
is the possibility of modular connectivity between two danaithout any
human interference, that is to say without gates. The mdaktyeto mon-
itor hydraulic variables along the canal axis (flow and walepth) makes
it specially suitable for designing observers, and suppbitand model-
based control algorithms.

Modeling of Cargo Transportation Networks: cargo transportation networks
are designed to fulfill a transport demand regarding comtigsdihat can
have time unvarying and time-varying properties. A cendéigbproach to
model these networks, by either capturing node and link gntegs is pro-
posed. Commodities can be categorized in accordance toutivesrying
or time-varying properties, such as the destination andtieetime to des-
tination, respectively. To diminish the model complex#aylecomposition
scheme based on flows is proposed. The transportation rietsvdivided
into smaller subsystems called connections, that caph&gitoperties in
transport and production subsystems.

Modeling Nodes Relations with the Surroundings:the modeling framework
for network nodes is based on a flow perspective. The nodenigsaare
captured by a mass balance on multiple commodities withicheeupdates.
The node capability to access cargo information, final dasbn and due
time to destination, allows changing its role in the tramgdmn network
towards what is calleterminal haulagen freight transportation networks.
Information is the key to improve the quality of decisionkel by a net-
work node. The connections provided by transport operdtoulsl also be
announced in advance to the node or be available for neigutiat

Fault Diagnosis for Transportation Corridors: the multi-agent architecture
for fault diagnosis is based on partitioning the transpgmmtanetwork into
smaller subsystems consisting on a link plus the downstreata. To each
subsystem an agent is assigned to proceed with processditagittosis. The
agent runs the Distributed Fault Isolation (DFI) algoritiaich has a dis-
tributed nature and is capable to distinguish lateral owfland hardware
faults. It only requires communications between neighlgends and there-
fore is specially suitable for spatially distributed syste
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Network Operations Management: a multi-agent heuristic for operations man-
agement at transportation networks is proposed. A congeniais assigned
to each subsystem at the transportation network to move calties be-
tween center nodes. The transport demand can be located abtince
nodes, at the end nodes, or at both source and end nodes. drocase
a push-pull flow perspective can be used to determine the bgdevhich
control agents solve their problems. The problem dimensiaolve can be
further reduced using the concept of global and contractethoodity sets.

Node Operations Management:are addressed inspired in ttegminal haulage
paradigm. With more information related to stored cargortbée can as-
sume the responsibility for cargo assignment. Cargo igassdito the trans-
port capacity available taking into account client demafutige time) and
regulators demands (transport modal split). The configamatf a node
composed of sub-nodes has also been addressed and a realtisageme
for cooperation is proposed capable to split, in an altfaistion, the trans-
port capacity amongst sub-nodes.

The main contributions related to transportation netwagpkliaations ad-
dressed in this thesis are the following:

Library for Water Conveyance Networks: the construction of water con-
veyance networks is based on elementary components sush@atal pool
model (the element responsible for the transport phenojrarhjunction
components. With these blocks itis possible to constraatikitors for sim-
ple configurations (such as a single canal) or more complafgigration
(such as irrigation and drainage networks). Large-scal@orks remain
tractable as the complexity cost grows in a modular fashih thie inclu-
sion of new canal pool blocks.

Fault Diagnosis and Monitoring of Water Canals: the extension of the DFI al-
gorithm for water conveyance networks allows the deteciod isolation
of lateral outflows and hardware faults on a canal pool. Thes&eFault
Isolation (SFI) algorithm is dedicated to isolate waterttiegensor faults in
a canal pool, using at least three water depth sensors perlaoisolation
of the downstream water depth sensor is critical. This mgttion is used
by the feedback controller to control the water depth, toeesthe quality
of service can be compromised. Whenever isolating a faatiater depth
sensor, an estimation of the fault intensity is availablé #Hrs estimation
can be used to update the water depth reference for the feedbatroller
in order to restore the desired water depth and consequibetiguality of
service.
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Operations Management at Container Terminals: a container terminal is a
case of a transportation network confined at a physicalilmtatHowever,
it is challenging in the sense that he transport need is pres&oth source
and end nodes, and handling equipment is limited. A modedm@osition
based on flows related to serving each vehicle of a givengahaodality
allows for a distributed approach for operations managenieis possible
to assign different container flows priorities in the teratinsing the multi-
agent heuristic. Priorities can be given to vehicles (tlyhér the call; the
higher the priority), a container class or a combinationathb Empty con-
tainers can be set to be the last container class to be loattethe vehicle
such that in case of an anticipated departure or delays thadnin trans-
portation costs is diminished.

Operations Management at (Manufacturing) Supply Chains:
(manufacturing) supply chains are spatially distributednsportation
network with a transport demand located at the end nodesmiTitte agent
heuristic proposed offers a framework capable to fulfill tn@nsport
demand while at the same time restoring the inventory levets the
(manufacturing) supply chain. Whenever predictions oredasts are
available, concerning the transport demand, the heurisdjgacity to
respond to the transport demand increases. Inventoryslatethe end
nodes can remain constant over time. This is an importatdreaf the
supply chain is supplying components for production urtgt know their
demand in advance. The proposed solution can be integrategust in
time (JIT) production strategy.

Transport Modal Split at Intermodal Container Terminals: due to the in-
crease in container ship size, container terminals arethyrseeking for
new approaches for transport cargo. In carrier and merdinauitge the
terminal acts merely as a warehouse or a link between trainsadners. In
order to increase the degree of freedom and autonomy cangehe use of
the land (storage capacity), a framework able to suppartitex haulage is
proposed. The terminal manager in possession of releveormation re-
lated to cargo (final destination and due time) and the availeonnection
schedule can proceed with a wise cargo assignment in ordespect client
demands. An extension to include following a desired trartgpodal split,
imposed by transport regulators, such as the Port Authofifotterdam,
has also been proposed.

Cooperation Among Terminals at Seaports: seaports are complex systems that
are exposed to the current increase in world trade. Theimgxistfrastruc-
ture is close to its limits. A multi-agent scheme to promateperation
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between terminals in a seaport to split the transport capacailable with-
out compromising the delivery of cargo at the final destoratind at the
agreed time is proposed. The proposed approach does narteréugl ex-
change of private information regarding the terminal staitihe final cargo
costumer. The framework can be used for the seaport authoraccess
the need for higher transport capacity at the seaport, ombglleance of
terminals at the seaport, which is a common situation in theblrg-Le
Havre range.

7.2 Future Research and Work

Methodologies for fault diagnosis and operations manageae based on a
model of the system built in accordance to a chosen perspedixtensions of
the linear deterministic models used in this thesis can leéuliso increase the
description of the transportation network and to cope wéfipular network fea-
tures in different domain fields, namely:

Horizontally Integrated Supply Chains: in this configuration the components
of the transportation network belong to different partnamsl conflicting
objectives can be present. Each node is autonomous regatsideci-
sions. The node, based on its current inventory level ant-besers has
two decisions to make: ship commodities to the downstreadesiand or-
der commodities from the upstream nodes (see Figure 1)11lfp)order
to account for shipping and orders decisions, it is impdrtarextend the
model proposed in Section 3.2 to include two integratoresyst one for
inventory levels and another for back-orders.

Network of Spatially Distributed Nodes: the contributions done locally by a
network node, with access to limited information, can bedusesupport
a distributed approach for the operations managementresfoatation net-
works. Local decisions, regarding cargo assignment, shio@llcommuni-
cated to neighboring nodes and the transport provider. Allsalution is
scaled into a global solution. A difference regarding thdtragent scheme
for cooperation at complex nodes proposed in Section 6.Heispatially
distribution of the system. The spatially distributiorroduces transport de-
lays which originates coupling between different nodessieas that need
to be taken into account.

Transport Operator Perspective: this thesis adopted the network and the node
perspective to address operations management at traagpometworks.
The transport capacity was assumed known at priori or dvaildneeded.
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However, the transport provider (responsible for linking tifferent nodes)
has its own objectives that are related to the optimal uséettansport
equipment it owns. This partner is present in cargo trariapon networks
for instance the truck company, shipping in line, barge afpey and airline
company. An agent can be assigned to act in behalf of thepoangsrovider.

Different transport providers can be present at the samespatation net-
work. Interactions between the transport provider (transgelay — flow)

agent and node (storage capacity — potential) agent cart belse selfish,
cooperative or altruist.

Modeling Congestions in Transportation Networks: from practice it is clear

that the average time for moving commodities between nadatacted by
the amount of commodities to be transported or the amourdrofcodities
stored at the nodes. Take as an example a deepsea contaimaateclose
to its maximum storage capacity. The containers aCtbmtral Yardcan be
stocked up to six stacks. If the container to be moved is ndbpnin the
worst situation it can be at the bottom, the time to load tlat&iner into
the vessel increases significantly. A similar effect is pre®n the time to
transport commodities between nodes when a highway isgacijam. A
linear model is not sufficient to include this phenomenadhatbe captured
using piecewise affine models (Sontag, 1981) or hybrid sys{@emporad
and Morari, 1999).

Concerning the application studies used in this thesis dhleviing future
work should follow:

Push-Pull Flow Control for Water Conveyance Networks: in this thesis con-

trol of water conveyance networks was not explicitly addeek a test with
the multi-agent heuristic proposed in Chapter 5 is missifige distant
downstream control can be interpreted as a case of pull-faowral per-
spective. It is important to compare the proposed multkhageuristic with
the commonly used approaches to control the downstreanr depgh in
canal pools: the local upstream control and the distant doswam con-
trol (Litrico et al., 2003), and more complex control staes as presented
in Weyer (2008) for example. The capability to deal with méexible
transport demand, due to more demanding customers at pdagesn should
also be evaluated for the multi-agent heuristic.

Fault Diagnosis in Water Conveyance Networks:a probability can be associ-

ated to each detected and isolated fault in water conveyaeteerks. Us-
ing this procedure, it can be possible to assign a degreerdidemce to
the process fault diagnosis. The degree of confidence canpbeceus
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help when dealing with multiple faults whose symptoms mayceheach
other. Extension for nodes with multiple inflows and outflaws worth to
be considered.

Container Terminal Operations Management: the container terminal model
proposed can be extended to include the opening and closireg tfor
cargo. This is an important phenomena that exists curremtize termi-
nal management relating theport Areaand Export Areaat the Central
Yard (see Figure 3.5). If this feature is implemented, then theaioers to
be loaded into each vehicle are already atERport Areawhen the vehicle
arrives at the container terminal. This means that the ¢éipesaconcerning
unloading/loading a vehicle can be decomposed to two undpadations:
one from theUnload Areato the Import Areaat theCentral Yardand a
second one from thExport Areaat theCentral Yardto theLoad Area Re-
handle of containers at tigentral Yardfrom thelmport Areato theExport
Areaare done during idle times at the terminal, and previous ecathival
of the vehicle at the terminal.

Repositioning Empty Containers: hinterland and oversea transportation net-
works face unbalance import and export flows (Li et al., 200¥port is the
major flow in Europe, therefore empty containers are beingmaclated at
depots and terminals. Concerning the oversea trade, tle@tdsiexporting
more to than importing from the Occident, therefore emptytamers are
lacking in the Orient. It is important to reposition emptyntainers where
they are most needed. The repositioning of empty contagiensid be done
in coordination with the transport of full containers toeéadvantage of the
available transport capacity (Song and Dong, 2011).

Terminal and Network Cooperation: using the proposed modeling approach,
it is possible to access at any time the exact amount per calitynat
the node. This information can be shared with the rest of trgainer
transportation network to access the effective amount@aneodity in the
network. The knowledge about container classes at the ioentierminal
can be used at a strategic level to developed distributettaiairategies
between the node and the network. The development of a tver on-
trol for nodes is possible. The highest layer focus on thaticals with
the surroundings (cargo assignment, schedules negatiatmsport modal
split) while the lower layer will be responsible for conting the handling
equipment inside the node depending on the final unloadfieqaests de-
termined by the highest layer.
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Appendix A

Canal Networks Library

A.1 Brief Description

The canal networks library has been developed in Nabais atid B2010). It is

a two stage product; in MatL&bthe discrete-time state-space pool model (2.43)-
(2.44) is created and in Simulifkthe elementary components are available as
blocks to construct a water conveyance network. The libnay developed with
special attention to create a flexible and modular prodiet:elementary blocks
(canal pool, gate and reservoir) are available in the libaad by interconnecting
them it is possible to create different canal networks caméigons. An overview

of the library is given in Figure A.1.
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Figure A.1: Overview of the canal networks library.

The canal networks library is divided into five components:
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Figure A.2: General view for a two pool configuration canal.

Canal Pool Models: beyond the discrete-time state-space canal pool model also
the continuous-time canal pool model named Integratoryo2&o (IDZ)

is available (Litrico and Fromion, 2004);

Canal Networks: some typical canal network layouts are made available: the
NuHCC canal (for one, two and four pools configurations) dreddrainage

and irrigation large scale networks presented in Sectién 2.

Hydraulic Gates: the overshot and undershot gate equations are implemented
for typical cross sections (rectangular, trapezoidangular and circular).
This component is used for computing the gate flow betweeal qaols.
Extension to other cross section geometries is possibteigfr a simple

parameter change — wetted cross section or top width;

Hardware: this component gathers some hardware equipment useful gdren
sidering canal networks. The dynamics of the gate elevatrendefined
through saturation both in maximum amplitude and velocithe valves
controlling the canal inflow, and offtakes are sufficientlgllapproximated

by a first order system with a time delay;

Geometry: computes the hydraulic cross section parameters for diftayeome-
tries according to the current water depth, to know: wettesh,awetted
perimeter, hydraulic radius, top width and hydraulic depth

Figure A.2 shows the simulator for a two canal pool configaratAll water
canals composed of two canal pools use the same Sinfulimédel, they only
differ on the geometric characteristics of the canal legtiirdifferent canal pools
models and gate parameters. In MatBabe canal pool models are created and
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the canal initial configuration is determined from know wadepths and canal
inflow, or from gate elevations and canal inflow. For solvingmerically the

Saint-Venant equations it is required an initial configioratof the water canal.
The initial condition is composed of: nominal inflow, gatetion and down-
stream water depths along the water canal. However, thesenpters are not
independent see Section 2.2.3.



