
Received: 25 December 2017 Revised: 31 August 2018 Accepted: 11 June 2019
REGULAR PAP ER

DOI: 10.1002/asjc.2208
Adaptive predictive path following control based on least
squares support vector machines for underactuated
autonomous vessels
Chenguang Liu1,2 | Huarong Zheng3 | Rudy Negenborn4 | Xiumin Chu1 | Shuo Xie1
1National Engineering Research Center
for Water Transport Safety, Wuhan
University of Technology, Wuhan, China
2State Key Laboratory of Information
Engineering in Surveying, Mapping and
Remote Sensing, Wuhan University,
Wuhan, China
3College of Control Science and
Engineering, Zhejiang University,
Hangzhou, China
4Department of Maritime and Transport
Technology, Delft University of
Technology, Delft, The Netherlands

Correspondence
Xiumin Chu, National Engineering
Research Center for Water Transport
Safety, Wuhan University of Technology,
Wuhan, China.
Email: chuxm@whut.edu.cn

Funding information
China Postdoctoral Science Foundation,
Grant/Award Number: 2018M632923;
China Scholarship Council, Grant/Award
Number: 201506950053; LIESMARS Spe-
cial Research Funding
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

© 2019 Chinese Automatic Control Society and Joh

432 wileyonlinelibrary.com/journal/asjc
Abstract

Since vessel dynamics could vary during maneuvering because of load changes,

speed changing, environmental disturbances, aging of mechanism, etc., the

performance of model‐based path following control may be degraded if the

controller uses the same motion model all the time. This article proposes an

adaptive path following control method based on least squares support vector

machines (LS‐SVM) to deal with parameter changes of the motion model.

The path following controller consists of two components: the online identifi-

cation of varying parameters and model predictive control (MPC) using the

adaptively identified models. For the online parameter identification, an

improved online LS‐SVM identification method is proposed based on weighted

LS‐SVM. Specifically, the objective function of LS‐SVM is modified to decrease

the errors of parameter estimation, an index is proposed to detect the possible

model changes, which speeds up the rate of parameter convergence, and the

sliding data window strategy is used to realize the online identification. MPC

is combined with the line‐of‐sight guidance to track straight line reference

paths. Finally, case studies are conducted to verify the effectiveness of the pro-

posed path following adaptive controller. Typical parameter varying scenarios,

such as rudder aging, current variations and changes of the maneuverability

are considered. Simulation results show that the proposed method can handle

the above situations effectively.

KEYWORDS

path following, least squares support vector machines (LS‐SVM), parameter identification, model
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1 | INTRODUCTION

Autonomous vessels have received much attention
because of their low labor cost, safety, and high efficiency.
Path following control of autonomous vessels has been
studied significantly in recent years [1–7]. One of
- - - - - - - - - - - - - - - - - - - - - - - - - -
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challenges in path following control is the fact that vessels
are usually underactuated without a sway thruster [4]. It
means that the maneuverability of an underactuated
vessel degrades compared with a full‐actuated vessel
during path following control because the sway motion
for the underactuated vessel can not be controlled directly.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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Another challenge is the guarantee of control robustness
under disturbances and changes of vessel dynamics [8].
Robust control and adaptive control are usually used to
solve the second challenge [3,9,10]. Robust control is to
design a constant gain feedback controller provided that
uncertain parameters or disturbances are within some
set, and aims to achieve robust performance and stability
in the presence of bounded modeling errors [11]. Adaptive
control is to design a controller that must adapt to a con-
trolled system with variable parameters or uncertainties
[12]. Adaptive control is different from robust control in
that it does not need a priori information about the bounds
on these uncertain or time‐varying parameters [11].
Considering that it is difficult to predict the range and
strength of disturbances or uncertainties during path
following in advance, an adaptive control method is more
suitable to deal with these uncertainties.

The principle of adaptive control is shown in Figure 1.
The model‐based controller calculates the optimal input
according to reference trajectories and an updated motion
model. The updated motion model is obtained with a
parameter identification method that utilizes system
input and output data. Vessels dynamics are varying
when there exist disturbances or uncertainties, for
instances, changes of vessel properties, environmental
disturbances, equipment aging, etc. To avoid the degrada-
tion of control performance, it is needed to identify the
motion model online and adjust the control law accord-
ingly. The method of support vector machines (SVM) is
introduced for classification and function estimation
based on structural risk minimization principle in
[13,14]. SVM solutions are characterized by convex opti-
mization problems to avoid local minimums with classi-
cal neural networks approaches [15,16]. Least squares
support vector machines (LS‐SVM) based classifiers were
proposed by Suykens [17], which works with equality
constraints instead of inequality constraints and a sum
squared error cost function (SSE). LS‐SVM simplifies the
problem with the solution characterized by a set of linear
equations rather than a convex quadratic program
[18,19]. LS‐SVM can deal with two classes of problems:
classification and function estimation, regression or sys-
tem identification [17]. As aforementioned, the second
class of problem is focused in this article, i.e., system
FIGURE 1 Adaptive control principle
identification for the vessel motion model using LS‐
SVM. Suykens et al. [18] proposed a weighted LS‐SVM
method for nonlinear function estimation and solved
the robustness and sparse approximation problems with
LS‐SVM. In [19], an online trained LS‐SVM is proposed
by means of incremental updating and decremental prun-
ing algorithms. Similarly, an online LS‐SVM was derived
with adding and deleting a data pair by Li et al. [20].

Once the motion model is identified, a vessel can fol-
low reference paths with a series of control actions gener-
ated by the path following controller with this model.
There have been many control methods used for path fol-
lowing [5,21,22]. One of difficulties for path following
controller design is to satisfy rudder magnitude con-
straints [5]. Model predictive control (MPC) offers a good
choice to handle this challenge because of its advantage
of considering constraints explicitly [23,24]. Since MPC
relies on a system model for trajectory predictions, predic-
tion models should be updated when system dynamics
change. Therefore, the aforementioned LS‐SVM and
MPC can be combined. Shi et al. [25] propose a nonlinear
model predictive controller based on a nonlinear
autoregressive external input (NARX) model with LS‐
SVM solving the model identification problem. Li et al.
combine a generalized predictive control with the online
LS‐SVM and the proposed algorithm can recursively
modify the model by adding a new data pair and deleting
the least important data at each sampling period [20].

This article proposes an adaptive path following con-
trol method based on an improved online LS‐SVM and
an MPC algorithm for varying vessel dynamics. The
improved parameter identification method is based on
the weighted LS‐SVM. This proposed method modifies
the existing objective function of LS‐SVM to increase
parameter estimation accuracy, and proposes an index
to speed up the rate of parameter convergence. Moreover,
some abnormal identified parameters are ignored to
avoid the bad performance if parameters are not satisfied
within relevant predefined rational limitations. A sliding
data window strategy combined with the proposed LS‐
SVM, namely λ‐LS‐SVM, is applied to realize online iden-
tification. The proposed adaptive method effectively
improves the robustness and accuracy of path following
control, especially under disturbances or uncertainties.

The remainder of this article is organized as follows.
Path following modeling for a motion model and a pre-
dictive path following scheme is presented in Section 2.
In Section 3, the LS‐SVM based online parameter identi-
fication method is proposed. In Section 4, two simulation
case studies are carried out to verify the performance of
the proposed methods under disturbances and maneuver-
ability changes. In the Section 5, the conclusions and
future directions are presented.
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2 | PATH FOLLOWING MODELING

In this section, a vessel motion model involving nonlinear
Nomoto dynamics and rudder servo system is presented,
and a path following scheme is proposed with Line‐of‐
sight (LOS) guidance and MPC controller.
2.1 | Vessel motion model

In path following, the sway speed for an underactuated
vessel always stays small and the surge speed can be
deemed as constant in the body‐fixed coordinate system
[4,5,26]. To realize the adaptive control based on the
online identified model while taking into account nonlin-
ear characteristics of ship dynamics, a Nomoto second
order nonlinear model is proposed to use as the vessel
motion dynamic model which is as follows:

T1T2 ψ
:::

þ T1 þ T2ð Þ€ψ þ _ψ þ β _ψ3 ¼ K δ þ T3
_δ

� �
þ d0;

(1)

where ψ is the heading and _ψ ¼ r in which r is the angu-
lar velocity of yaw; δ is the rudder angle; K is the Nomoto
gain; T1, T2 and T3 are maneuverability indices; jd0j⩽dmax

is a bias term due to disturbances and unmodeled dynam-
ics [27]; β is a nonlinear coefficient. To use model (1),
parameters T1, T2, T3, K, d0 and β should be identified.

Compared with other models that do not pertain to
Nomoto ones, model (1) only has one input, namely the
rudder angle, and one output, namely the heading. The
involved two parameters, i.e., rudder angle δ and heading
ψ can be obtained easily and precisely with angular trans-
ducer gyrocompass, respectively. Furthermore, in order to
avoid bad identification performance when system input
keeps unchanged, a persistent input excitation scheme
is introduced in our simulations. Therefore, model (1) is
selected for path following motion model of
underactuated vessels in this article.

The rudder of a vessel is usually driven by a steering
engine. Characteristics of the rudder servo system are
modelled by [28]:
TC
_δ þ δ ¼ KCδC; (2)

where δC is the helm order controlled by a course control-
ler, δ is the actual rudder angle, KC is the rudder gain
(KC=1 in this article), and TC is the rudder time constant.

Here, a model is proposed that combines (1) and (2)
for the path following of vessels. When setting system

states and input as x ¼ ψ; r; _r ; δ½ �T and u=δC, (1) and (2)
are transformed to the following state‐space form:

_x ¼ f x; uð Þ ¼

r

_r

gðxÞ
1
TC

u − δð Þ

2
666664

3
777775; (3)

where g(x) is denoted by:

gðxÞ ¼ 1
T1T2

Kδ þ KT3

TC
u − δð Þ þ d0

�
− T1 þ T2ð Þ _r − r − βr3�:

(4)

2.2 | Predictive path following scheme
with LOS

2.2.1 | Path following controller

The block diagram of the proposed adaptive predictive
path following controller is shown in Figure 2. LOS guid-
ance transfers predefined paths to objective headings.
Model predictive controller calculates an optimal input,
i.e., rudder angle, for the ship with the updated states,
the updated Nomoto and rudder model, and the objective
heading. λ‐LS‐SVM updates the parameters of the
Nomoto and rudder model in real‐time. Ship changes
the heading according to the input of rudder angle with
the influence of load changes, speed changing, distur-
bances, aging of mechanism, etc.
FIGURE 2 Block diagram of the

proposed path following controller [Color

figure can be viewed at wileyonlinelibrary.

com]

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
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2.2.2 | LOS guidance

In path following, given target waypoints, the reference
path is generated as a sequence of straight lines that is
usually adopted [29]. A typical reference path, as shown
in Figure 3, can be considered as several straight line seg-
ments generated by connecting waypoints Pn(xn,yn), Pn+1
(xn+1,yn+1), Pn+2(xn+2,yn+2), etc. LOS guidance is widely
used in path following because of its advantage on track-
ing the reference path precisely in a practical, feasible
and efficient way [2,30]. In Figure 3, the inertial motion
coordinate is defined as {n}={xn,yn}, and the body‐fixed
coordinate system is defined as {b}={xb,yb}. Under
assumptions that the sway speed v≈0 and the surge speed
u stays constant in {n}, an underactuated vessel tracks the
reference path based on the difference between the head-
ing angle ψ and the LOS angle ψLOS that can be calcu-
lated with a LOS point PLOS(xLOS,yLOS). The LOS points
on the path is generated based on the cross tracking error
e and a circle of radius RLOS=nL around Ob where L is the
ship length [26].

The LOS point PLOS is calculated by solving the follow-
ing equations [2]:

ðxLOS−xbÞ2 þ ðyLOS−ybÞ2 ¼ R2
LOS; (5)

yLOS − yn
xLOS − xn

¼ ynþ1 − yn
xnþ1 − xn

: (6)

Two solutions can be obtained by solving (6) of which the
closer intersection to the current waypoint, i.e., Pn+1 in
Figure 3, is selected as PLOS.

~ψ ¼ ψ − ψP is defined as vessel relative heading to the
path, where ψP is the path direction. Then, differential

equations of e and ~ψ can be denoted with u=u0 and v=0
as [31]: ė ¼ u sin ~ψ; (7)
FIGURE 3 Path following scheme [Color figure can be viewed at

wileyonlinelibrary.com]
~ψ
⋅
¼ r: (8)

The LOS angle ~ψLOS can be denoted as:

~ψLOS ¼ −arcsin
e

RLOS

� �
; (9)

where ~ψLOS ∈ −
π
2
;
π
2

h i
. To track the path PnPn+1, the

angle ~ψ is made to satisfy ~ψ→~ψLOS. Then, ė can be
obtained as follows:

ė ¼ u0sin~ψLOS ¼ −
u0
RLOS

e: (10)

The Lyapunov's second method is utilized to demonstrate

e→0. The Lyapunov function is set as V(e)=e2, then _V ðeÞ
is obtained as follows:

_V ðeÞ ¼ 2eė ¼ −
u0
RLOS

e2: (11)

It can be easily derived that _V ðeÞ⩽0 with u0>0, and
_V ðeÞ ¼ 0 only when e=0. Therefore, (10) has global

asymptotic stability, i.e., e→0 globally as ~ψ→~ψLOS.
To guarantee that there is always a real solution to (9),

the LOS circle radius is set as [32]:

RLOS ¼
3L; for e ⩽ 3L;

eþ L; otherwise:

�
(12)

Another key point for path following is to switch to the
next waypoint Pn+2 relies on whether the vessel is within
an acceptance circle around the current waypoint Pn+1 or
not. If the vessel position Ob satisfies (13), the waypoint
will be changed to Pn+2.

ðxb−xnþ1Þ2 þ ðy b−ynþ1Þ2 ⩽ R0
2; (13)

where R0 stands for the acceptance circle radius. To guar-
antee that the solutions to (5) always exist, RLOS ⩾ R0 is
needed. R0 is usually set as a constant based on ship
length, and R0 is taken to equal 2L as [26].
2.2.3 | Nonlinear MPC controller for path
following

MPC methods utilize a system model for trajectory pre-
diction and optimization. (3) is taken as the system
model. Considering that path following aims at making

the cross error e, the ship relative heading ~ψ and the rud-
der angle δ all converge to 0, the state‐space equation (3)
is transformed with (8) and (7) to:

http://wileyonlinelibrary.com
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_x ¼ f x; uð Þ ¼

u0 sin ð~ψÞ
r

_r

gðxÞ
1
TC

u − δð Þ

2
666666664

3
777777775
; (14)

where x ¼ e; ~ψ; r; _r ; δ
� 	T

, u = δC.
For numerical simulations and implementation in

practical applications, proper sampling is needed to
obtain discrete‐time dynamics for prediction. For the
continuous‐time model (14), the commonly used
Runge‐Kutta method is adopted for sampling [33]. The
sampled model of (14) is shown as follows:

x̂ðk þ 1Þ ¼ f d x̂ðkÞ; ûðkÞð Þ: (15)

To minimize the cross error and energy consumption,

the errors between the state vector x ¼ e; ~ψ; r; _r ; δ
� 	T

and the reference state vector xr ¼ 0; ~ψLOS; 0; 0; 0
� 	T

should be minimized. Therefore, at each control step
time k, the following quadratic cost function J(k) is min-
imized:

JðkÞ ¼ ∑
NP

i¼1
x̂e ðk þ iÞTQx̂eðk þ iÞ

þ ∑
NC

i¼1
ûðk þ i−1ÞTRûðk þ i − 1Þ; (16)

where x̂ eðk þ iÞ ¼ x̂ðk þ iÞ−xrðk þ iÞ in which xr(k+i) is
the reference state vector at time step k+i; NP stands for
the length of the prediction horizon; Q and R are
weighting matrices. Meanwhile, considering the limita-
tions of the actuator, input constraints should be satis-
fied during path following as:

ð15Þ;
ûðk þ i − 1Þ ¼ ûðk þ NC − 1Þ; NC < i⩽NP;

δmin⩽ûðkÞ⩽δmax;

:

8><
>: (17)

where δmin and δmax are the limit values. where NC

stands for the length of the control horizon and satisfies

NP⩾NC.

Therefore, at time step k ðk⩾0Þ, the optimization prob-
lem needs to be solved:

u*ðkÞ ¼ arg min
u

JðkÞ; (18)

subject to (17).
Problem (18) is a nonlinear programming problem

since cost function (16) and constraint (15) are nonlinear.
The algorithm of predictive path following is summarized
in Algorithm 1.
3 | LS ‐SVM BASED ADAPTIVE
PATH FOLLOWING CONTROL

To make the path following control method proposed in
Section 2 become adaptive to disturbances and uncer-
tainties, in this section, an LS‐SVM method is proposed
for the parameter identification of the vessel motion
model. Then, based on this adaptively identified model,
an adaptive path following control approach is proposed
with a sliding data window strategy and a model
switching scheme. Furthermore, in order to avoid bad
identification performance when system input keeps
unchanged, a persistent input excitation scheme is intro-
duced in our simulations.
3.1 | LS‐SVM based parameter
identification

LS‐SVM can be used both for machine classifier and sys-
tem identification [17,19]. This article focuses on the lat-
ter. Firstly, LS‐SVM for function estimation is
introduced, after which the parameter identification
method with LS‐SVM is elaborated on in detail.
3.1.1 | LS‐SVM for function estimation

Given a training data set of N points fxk; ykgNk¼1 where
xk ∈ Rn is the kth input data and yk ∈ R is the kth output
data. The regression model for the SVM is as follows:

yðxÞ ¼ wTϕðxÞ þ b (19)

where w is the weighting vector that can be infinite
dimensional; ϕ(x) is a nonlinear function that maps the
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input space into a higher dimensional space; b is the bias.
The LS‐SVM optimization problem has an objective func-
tion as follows [17,18]:

min
w; b; e

Jðw; eÞ ¼ 1
2
wTwþ 1

2
γ∑

N

k¼1
e2k

� 

; (20)

subject to:

yk ¼ wTϕðxkÞ þ bþ ek; k ¼ 1; …; N; (21)

where ek ∈ R are the error variables defined by (21); γ is
the positive real constant that determines the relative
importance of the terms ek. To solve the problem (20)–
(21), a Lagrange function is defined as follows:

Lðw; b; e; αÞ ¼ Jðw; eÞ−∑
N

k¼1
αk wTϕðxkÞ þ bþ ek − yk
� 	

;

(22)

where αk ∈ R is a Lagrange multiplier. The relevant con-
ditions for optimality of (22) are given by:

∂L
∂w

¼ 0→w ¼ ∑
N

k¼1
αkϕðxkÞ;

∂L
∂b

¼ 0→∑
N

k¼1
αk ¼ 0;

∂L
∂ek

¼ 0→αk ¼ γek;

∂L
∂αk

¼ 0→wTϕðxkÞ þ bþ ek − yk ¼ 0;

k ¼ 1; …; N:

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(23)

In (23), αk=γek means the support values are nonzero and
proportional to the errors, while many support values are
zero in the classical SVM [17]. This feature of LS‐SVM
could cause sparseness and robustness problems [18].
To solve the two problems, weighted LS‐SVM methods
are widely applied [18,34]. In the weighted LS‐SVM,
objective function is changed to:

min
w; b; e

Jðw; b; eÞ ¼ 1
2
wTwþ 1

2
γ∑

N

k¼1
vke

2
k

� 

; (24)

where vk is the weighting factor. After elimination of w
and e from (23), the solution is obtained as follows:

0 1T

1 Ωþ V γ

" #
b

α

� �
¼ 0

Y

� �
; (25)

where 1 ¼ 1; 1; …; 1½ �T, α ¼ α1; α2; …; αN½ �T,
Y ¼ y1; y2; …; yN½ �T, and Ωkl stands for the item at the
kth row and lth column of Ω, which follows Mercer's con-
dition [18]:
Ωkl ¼ Kðxk; xlÞ ¼ ϕðxkÞϕðxlÞ; k; l ¼ 1; …; N ; (26)

where K(xk,xl) is a kernel function that can be chosen as
linear kernel, polynomial kernel, RBF kernel or MLP ker-
nel [35]. The linear kernel, i.e., K(xk,xl)=xkxl, is chosen in
this article because of the need of parameter identifica-
tion detailed in the next section. The diagonal matrix Vγ

is given by:

V γ ¼ diag
1
γv1

; …;
1

γvN

� 

: (27)

The values of vk can be defined in different patterns. In
[18], vk defined as follows:

vk ¼
1; if jek=ŝj⩽c1;
c2 − jek=ŝj
c2 − c1

; if c1⩽jek=ŝj⩽c2;
10−4; otherwise;

8>>><
>>>:

(28)

where c1 and c2 are the constants typically chosen as
c1=2.5 and c2=3; ŝ is the estimation of the standard devia-
tion of the LS‐SVM error variables ek, which is as follows:

ŝ ¼ IQR
2 × 0:6745

; (29)

where, the IQR is the difference between the 75th percen-
tile and 25th percentile.

The resulting LS‐SVM model for function estimation is
as follows:

yðxÞ ¼ ∑
N

k¼1
αkxTk
� 


x þ b; (30)

where α and b are the solution to (25).
3.1.2 | Parameter identification of the
path following model with LS‐SVM

To obtain parameters of a model that needs to be identi-
fied, a discrete model pattern is defined as follows:

y xð Þ ¼ θTx: (31)

A forward difference method is utilized to discretize the
Nomoto model (1) and rudder model (2). The nth order for-
ward difference Δn

h f½ � xð Þ of function f (x) is defined as:

Δn
h f½ � xð Þ ¼ ∑

n

i¼0
−1ð Þi n

i

� �
f x þ n−ið Þhð Þ; (32)

where h>0 is the spacing of difference; n is the order of for-

ward difference;
n

i

� �
¼ n n − 1ð Þ … n − iþ 1ð Þ

i! n − ið Þ! is the
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binomial coefficients with
n

0

� �
and

n

n

� �
equaling 0. It

can be assumed that f ðnÞðxÞ ≈ Δn
h f½ � xð Þ
hn

when h is small

enough [36]. Based on these, the Nomoto model (1) is
transferred to:

Δ3
h½ψ�ðtÞ ¼

1
T1T2

− T1 þ T2ð ÞhΔ2
h ψ½ � tð Þ − h2Δ1

h ψ½ � tð Þ�
−β Δ1

h ψ½ � tð Þ� 	3 þ Kh3δ tð Þ
þh3d0 þ KT3h

2Δ1
h δ½ � tð Þ� :

(33)

The rudder model (2) is transferred to:

½δCðtÞ−δðtÞ�h ¼ TCΔ1
h½δ�ðtÞ: (34)

For (33), y1, θ1 and x1 with the pattern of (31) are
defined as follows:

y1 ¼ Δ3
h½ψ�ðtÞ; (35)

θ1 ¼ 1
T1T2

T1 þ T2

K

d0

1

β

KT3

2
6666666664

3
7777777775
; x1 ¼

−hΔ2
h½ψ�ðtÞ

h3δðtÞ
h3

−h2Δ1
h½ψ�ðtÞ

−½Δ1
h½ψ�ðtÞ�3

h2Δ1
h½δ�ðtÞ

2
6666666664

3
7777777775
: (36)

For (33), y2, θ2 and x2 with the pattern of (31) are also
defined as follows:

y2 ¼ ½δCðtÞ−δðtÞ�h; θ2 ¼ TC; x2 ¼ Δ1
h½δ�ðtÞ: (37)

Compare (30) with (31), the solution of θ when |b|≈0 is
obtained as follows:

θ̂ ¼ ∑
N

k¼1
ðαkxkÞ; (38)

where θ̂ denotes the approximate value of θ. To guarantee
|b| to be small enough, (24) is updated as follows:

min
w; b; e

Jðw; b; eÞ ¼ 1
2
wTwþ 1

2
γ∑

N

k¼1
vke

2
k þ

1
2
γb2: (39)

Therefore, the relevant conditions of (39) for optimality is
accordingly as:
∂L
∂w

¼ 0→w ¼ ∑
N

k¼1
αkϕðxkÞ;

∂L
∂b

¼ 0→∑
N

k¼1
αk ¼ γb;

∂L
∂ek

¼ 0→αk ¼ γvkek;

∂L
∂αk

¼ 0→wTϕðxkÞ þ bþ ek − yk ¼ 0;

k ¼ 1; …; N

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(40)

the solution is changed accordingly to:

−γ 1T

1 Ωþ V γ

" #
b

α

� �
¼ 0

Y

� �
; (41)

where V γ ¼ diag
1
γv1

; …;
1

γvN

� 

. If −γ; 1T; 1; Ωþ V γ

� 	
is singular or very close to singular, a small changes
can be taken to avoid no solution for b; α½ � with adding
a term 10−8INþ1 to −γ; 1T; 1; Ωþ V γ

� 	
to be

−γ þ 10−8; 1T; 1; Ωþ V γ þ 10−8IN
� 	

as in [37], where
IN is an identity matrix with dimension N.

According to the solution of θ̂ in (38), θ̂1 and θ̂2 can be
denote as follows:

θ̂1 ¼ ∑
N

k¼1
ðα1kxT1kÞ; θ̂2 ¼ ∑

N

k¼1
ðα2kxT2kÞ; (42)

where α1 ¼ α11; α12; …; α1N½ �T, α2 ¼ α21; α22; …; αT2N
� 	

can be solved with (25).
To identify each parameter of model (36), algebraic

transformations are just needed to θ1, i.e., K=θ1(2)/
θ1(4), T3=θ1(6)/θ1(2), d0=θ1(3)/θ1(4), β=θ1(5)/θ1(4). Con-
sidering that T1 and T2 can be exchanged in model (36),
one of them can be specified if some conditions are given,
e.g., if T1>T2,

T1 ¼ ðθ1ð1Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½θ1ð1Þ�2 − 4θ1ð4Þ

q
Þ=ð2θ1ð4ÞÞ,

T2 ¼ ðθ1ð1Þ−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½θ1ð1Þ�2 − 4θ1ð4Þ

q
Þ=ð2θ1ð4ÞÞ.
3.2 | Online LS‐SVM based adaptive path
following control

Adaptive path following control strategy in this article
means that optimal inputs are calculated using recur-
sively identified motion models (1) and (2) as the predic-
tion models in MPC. The motion model recursive
training data are generated online during the path follow-
ing of the vessel. Considering that (33) would be
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inaccurate if state data sampling time h is not small
enough, and the control sampling time Ts can not be so
small because of the limitations of actuator physical prop-
erties and the time for solving optimization problems, it is
reasonable to set different values for h and Ts.
3.2.1 | Sliding data window strategy

Since the training sample set will become larger and larger
if the old training data are not pruned, it is necessary to
prune part of the old data when adding new training sam-
ples as [38]. Considering that the control period Ts is much
longer than training data period h, it is not necessary to
identify the model at every state data sampling time.
Therefore, the sliding data window strategy is utilized to
update the training data. The procedure of sliding data
window switching, as shown in Figure 4, is as follows:

1. The sliding data window size is set as Nw, based on
which parameters θ̂1ðtkÞ and θ̂2ðtkÞ can be identified
with the LS‐SVM at time tk;

2. With new training data added into the sliding data
window ceaselessly, the sliding data window size
keeps increasing;

3. When the sliding data window size is equal to Nw+Nu

at time tk+1, the first Nu training data are deleted from
the training data set, and new parameters θ̂1ðtkþ1Þ and

θ̂2ðtkþ1Þ are identified with the new training data set;

4. Recursively conduct steps 1–3 until there is no new
training data.
3.2.2 | Model switching scheme

The accuracy of parameter identification depends on the
training data quality. It is possible to obtain outliers
FIGURE 4 Sliding data window

strategy [Color figure can be viewed at

wileyonlinelibrary.com]
because of measurement errors. Therefore, it is necessary
to improve the robustness of the LS‐SVM. In the weighted
LS‐SVM (28), the weighting vk is set small when the error
|ek| is big. However, when the system model parameters
changes, it could happen that a small amount of new
training data generated with the changed model are
mixed with a large amount of old training data generated
by the unchanged system model in the sliding data win-
dow strategy. In this scenario, the unexpected identifying
results could emerge because of the inconsistency of
training data generated by different models. Moreover,
it is beneficial for better control performance if the
changed model parameters can be identified earlier. In
this way, the key is the criterion for recognizing the
changes of model parameters. Adopted from the fact that
the magnitude of the identification errors increases
denoted in [39], a parameter changing index λk is pro-
posed as follows:

λk ¼ 1
Nu

∑
Nw

i¼Nw − Nuþ1
ek−1i

�����
�����; (43)

where eki stands for the ith identification error generated
with the identified parameters at time k, which is defined
as (21). The index λk>0 describes the average error of new
updated data subset in the training set with the old iden-
tified model at time k−1. If λk is large, it means that the
new training data subset is generated by different models,
i.e., the model parameters have changed; otherwise, it
means that the new training data subset is generated by
the same model or the slightly varied model. If model
parameter changes are detected, then weighting is added
for the new data to improve the parameter convergence
rate. The new weighting �vk are defined as follows:

�vk ¼
c3vk; if k < Nw=2;

c4vk; otherwise;

�
(44)
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where vk is defined as (28); c3 and c4 are constants with
0<c3<1 and c4>0.

An identified model can not be used if this identified
parameters are not satisfied vessel's maneuverability
demand, for instance, when K<0 or T<0. Therefore, iden-
tified parameters can be utilized to judge the reliability of
an identified model.

Based on the foregoing in this section, an improved
weighted LS‐SVM algorithm, termed λ‐LS‐SVM, for path
following is proposed as Algorithm 2.
3.2.3 | Persistent input excitation

Input excitation is important on the performance of
parameter identification. When a vessel is tracking a
straight line, the rudder control input δC is mostly con-
stant if environmental disturbances d0 are also constant.
White noise signals are usually used for input excitation
because they have a flat spectrum over the range of fre-
quencies [40]. Persistent input excitation is used in this
article adding white Gaussian noises to the control input.
However, considering that the added white Gaussian
noises may affect the system performance, their magni-
tudes should be kept small. The control inputs added
with persistent input excitation uper is as follows:

uperðiÞ ¼ uoriðiÞ þ uaddðiÞ; i ¼ 1; 2; …; (45)
where, uori(i) is the original control input, and uadd(i) is
the added excitation input. The added excitation input is
independently and identically distributed, i.e.,
uaddðiÞ ∼ Nð0; σ2Þ.
4 | CASE STUDY

The proposed approach is applied to path following con-
trol in different scenarios including aging of rudder
equipment, variable current and changes of the vessel
maneuverability. The simulation experiments in these
scenarios are implemented based on a motion model
from a scale model ship in our laboratory. The main geo-
metric parameters of the model ship are: ship length
L=0.95 m, ship breadth B=0.24 m, ship mass
M=5.40 kg, nominal speed U=0.80 m/s. The initial
parameters in (3) with the surge speed u0=0.80 m/s are:
K=0.5060 s−1, T1=1.2481 s, T2=0.1245 s, T3=−0.0757 s,
d0=−1.2370°/s, β = 0.0081 s2 and TC=0.1000 s. The simu-
lation parameter is set to: the state data sampling time
h=0.01 s and the control sampling time Ts=0.5 s;
Nw=1200, Nu=50 for sliding data window; γ=1015,
c3=0.01, c4=0.99, λ1c ¼ 10−5 and λ2c ¼ 10−2 for λ‐LS‐
SVM; NP=10, NC=8, −30∘⩽δC⩽30∘, Q=diag
[1,1,0.01,0.01,0.001] and R=0.01 for MPC controller.
The simulation experiments for the following three cases
are conducted on the platform of MathWorks Matlab
R2016b.
4.1 | Case 1: aging of rudder equipment

The ship steering gear system consists of several electro-
hydraulic steering subsystems: telemotor position servo
and rudder servo actuator [28]. These components lead
to time‐delay and non‐synchronization feature between
rudder command and real rudder angle as denoted in
(2). In this case, it is assumed that the time‐delay constant
TC changes from TC0=0.1 s to TC1=1.0 s at time
T = 12.00 s because of aging or maintenance. The
waypoints of path are set to: (1,1), (15,1), (15,10),
(29,10). The path following performance and cross error
e of adaptive control with the λ‐LS‐SVM, the adaptive
control with weighted LS‐SVM and the non‐adaptive con-
trol method (traditional MPC method with LOS guid-
ance) is shown in Figure 5 and Figure 6, respectively.
To verify the performance of path following with different
control methods, an evaluation index ea, i.e., average
cross error (ACE), for path following performance is
defined as:



FIGURE 5 Path following performance

of rudder aging [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 6 Error comparison during path following of rudder

aging [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 7 TC variation during path following of rudder aging

[Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 8 λ2c variation during path following of rudder aging

[Color figure can be viewed at wileyonlinelibrary.com]
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ea ¼ 1
NT

∑
NT

i¼1
jeðiÞj; (46)

where NT is the total number of steps, and e(i) is the cross
error e at time i after the model parameters change,
which is shown in Figure 3. The smaller ea is, the better
the performance will be. In this case, ACE values ea for
the λ‐LS‐SVM based adaptive control, the weighted LS‐
SVM based adaptive control and the non‐adaptive control
method are 0.495 m, 0.508 m and 0.502 m, respectively. It
can be seen that λ‐LS‐SVM based adaptive control has the
best performance with the smallest ea when model
parameters changes. Note that the model accuracy hardly
has an impact on the tracking performance when the
objective heading keeps unchanged. The differences of
ea between the λ‐LS‐SVM based adaptive control method
and the other two methods are not big because most of
the time during path following the objective heading does
not need to be changed.

Apart from ACE, the cross error e convergence rate
also plays an important role in evaluating the perfor-
mance of path following. Specifically, in this article, the
moment, tc, when |e| keeps below 0.05 m after the model
parameters change is an index of the cross error conver-
gence rate. In this case, the values of tc are 35.5 s, 36.0 s
and 38.5 s for the λ‐LS‐SVM based adaptive control, the
weighted LS‐SVM based adaptive control and the non‐
adaptive control method, respectively. It can be seen that
the λ‐LS‐SVM has the fastest cross error convergence rate.

From Figure 7, parameter TC converges to reference
value in the finite time and TC does not appear some out-
liers with λ‐LS‐SVM, while the weighted LS‐SVM has

generated some abnormal values. In Figure 8, all λ2k for

λ2k > λ2c are in a transition training data area, where the
training data set for identification consists of two differ-

ent models. It illustrates that λ2k can become the indica-
tion of model changes.
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FIGURE 9 Path following performance

of variable current [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 10 Error comparison during

path following of variable current [Color

figure can be viewed at wileyonlinelibrary.

com]
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4.2 | Case 2: variable current

Current has an effect on the ship maneuverability
because of d0 changing in model (1). Usually, current
can be thought as constant in the inertial motion coordi-
nate system during a period of time [7]. However, the
constant current can also change the ship maneuverabil-
ity in varying degrees because the direction of current
changes in the body‐fixed coordinate system if ship head-
ing changes. Hence, it is necessary to detect the variation
of d0 deduced by current during path following. In this
case, it is assumed that the parameter d0 changes from
d00=−1.2370°/s to d01=−4.0000°/s at time T=12.00 s.
The ship can track the reference trajectory with the λ‐
LS‐SVM based adaptive control method better than that
with the weighted LS‐SVM based adaptive control and
the non‐adaptive control method, which is shown in
Figure 9 and Figure 10. ACE values ea for the λ‐LS‐SVM
based adaptive control, the weighted LS‐SVM based adap-
tive control and the non‐adaptive control method are
0.427 m, 0.488 m and 0.544 m, respectively. It can be seen
that λ‐LS‐SVM based adaptive control has the best perfor-
mance in term of the cross error. In this case, the values
of tc are 32.0 s, 33.5 s for the λ‐LS‐SVM based adaptive
control and the weighted LS‐SVM based adaptive control
method, while the non‐adaptive control cannot keep |e|
<0.05 m during path following. It can be seen that the
λ‐LS‐SVM has a faster cross error convergence rate than
the weighted LS‐SVM based adaptive control and the
non‐adaptive control method.

Similarly with Case 1, system model parameter d0 can
be identified with λ‐LS‐SVM during d0 varying, and can
keep at a stable value when system model does not vary,

shown in Figure 11. In Figure 12, all λ1k for λ
1
k > λ1c are in

a transition training data area. It also illustrates that the

λ2k can become the indication of model changes.
4.3 | Case 3: change of maneuverability

In this case, it is considered that there exist errors and
outliers in training data set because of sensor measure-
ment errors and malfunction. The maneuverability model
parameters {K,T1,T2,T3,d0,β,TC} change from {0.5900,
0.9526, 0.0247, 0.2215, −1.2370, 0.0001, 0.1000} to
{6.0000, 3.0000, 1.0000, −0.6000, −4.0000, 0.0020,
0.5000} at time T=18.00 s. Waypoints of a path named
Path 1 are set to: (1,1), (12,1), (17,13), (28,13), (33,25).
Measurement errors are denoted by Gaussian distribution

http://wileyonlinelibrary.com
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FIGURE 12 λ1c variation during path

following of variable current [Color figure

can be viewed at wileyonlinelibrary.com]

FIGURE 11 d0 variation during path

following of variable current [Color figure

can be viewed at wileyonlinelibrary.com]

FIGURE 13 Path following

performance of maneuverability change

[Color figure can be viewed at

wileyonlinelibrary.com]
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FIGURE 14 Error comparison during

path following of maneuverability change

[Color figure can be viewed at

wileyonlinelibrary.com]
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whose mean μ=0 and standard deviation σ=0.2. The out-
liers are set as Figure 16.

The path following performance and error compari-
son of adaptive control with the λ‐LS‐SVM, adaptive
control with the weighted LS‐SVM and the non‐adaptive
control is shown Figure 13 and Figure 14. It can be
found that adaptive control with λ‐LS‐SVM has less
tracking error (ea=0.449 m) than the others (ea=0.451
m for adaptive control with the weighted LS‐SVM and
ea=0.502 m for the non‐adaptive control) from
FIGURE 15 Identified parameters comparison between two adaptive

[Color figure can be viewed at wileyonlinelibrary.com]
Figure 14, and it is proven with model parameters iden-
tification results shown in Figure 15. Similar to Case 2,
the values of tc are 52.0 s, 51.5 s for the λ‐LS‐SVM based
adaptive control and the weighted LS‐SVM based adap-
tive control method, while the non‐adaptive control
method cannot keep |e|<0.05 m during path following.
It can be seen that the λ‐LS‐SVM control and the
weighted LS‐SVM based adaptive control method as a
faster cross error convergence rate than the non‐
adaptive control method.
control methods during path following of maneuverability change

http://wileyonlinelibrary.com
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FIGURE 16 Ship heading during path

following of maneuverability change

[Color figure can be viewed at

wileyonlinelibrary.com]

FIGURE 17 Ship helm order and

rudder angle during path following of

maneuverability change [Color figure can

be viewed at wileyonlinelibrary.com]

LIU ET AL. 445
Generally, the λ‐LS‐SVM can make the model param-
eters converge faster and have less fluctuations especially
for TC. Moreover, ship heading and rudder performance
are shown in Figure 16 and 17, respectively. From
Figure 13 and Figure 16, it can be found that the outliers
have trivial effects on the performance of path following
using adaptive control methods. In Figure 17, the rudder
angle δ values are satisfied with the relevant limitation.
FIGURE 18 Cross error e with different

λc in Case 1 [Color figure can be viewed at

wileyonlinelibrary.com]
4.4 | Selection of λc value

From Figure 8 and Figure 12 in Case 1 and Case 2, it can be

found that λ1k or λ
2
k becomes larger when the model param-

eters change than that when the model parameters keep

unchanged.λ1c orλ
2
c is used to measure whether the param-

eters change or not. The magnitudes of λk are different
according to differentmodels, for instance, themagnitudes
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of λ1k of model (1) and λ2k of model (2) are different. There-
fore, λc should be assigned according to its relevant model.
If λc is set too large, the model parameters change cannot
be detected; if λc is set too small, the model parameters
change could be detected wrongly when the model param-
eters does not change actually. In Case 1, the cross error e

with different λ2c is shown in Figure 18. The values of ea are

0.495 m, 0.501 m and 0.500 m with λ2c equal to 0.01, 0 and
0.20, respectively. The values of tc are 35.5 s, 36.0 s and

35.5 s withλ2c equal to 0.01, 0 and 0.20, respectively. Hence,

λ2c ¼ 0:01 is selected for Case 1. Considering that λc is a

threshold of λk to detect the change of model parameters,
λc should be a value to distinguish the model parameters
changing between 0 and maximum of λk.
5 | CONCLUSIONS AND FUTURE
RESEARCH

The performance of model‐based path following control
may be degraded when vessel dynamics vary if the con-
troller for path following uses the same motion model
all the time. An adaptive controller for path following is
studied in this article based on online LS‐SVM and
MPC algorithms. An improved online LS‐SVM identifica-
tion method is proposed based on weighted LS‐SVM in
order to speed up the rate of parameter convergence.
The objective function of LS‐SVM is modified to decrease
the error of parameter estimation. An index λ for LS‐SVM
is designed to detect the changes of model and speed up
the rate of model parameter convergence. A sliding data
window strategy combined with the online LS‐SVM is
used to realize the online parameter identification. The
path following controller is designed based on the LOS
and MPC that utilizes the updated nonlinear 2nd order
Nomoto model with the online parameter identification
method. The simulation results show that the proposed
λ‐LS‐SVM method can speed up the rate of parameter
convergence, improve the tracking accuracy of path fol-
lowing effectively, and make the cross error converge
faster when the vessel dynamics change.

Considering that all the experiments in this article
have been conducted in the simulation environment,
some actual experiments should be done to make the ver-
ification of the proposed method more convincing in the
future study. Moreover, the proposed adaptive control
method is designed with the assumption that all of sys-
tem states can be measured. However, it could be difficult
to obtain all the system states in real‐time. Therefore, for
future work, it is of interest to design an adaptive control-
ler combined with a state observer that can provide
updated information on system states and environmental
disturbances. In [41], the vessel position error is
constrained with the proposed error‐constrained line‐of‐
sight path following method. Hence, the output con-
straints should be considered to improve the safety of ves-
sel path following in the future work.
ACKNOWLEDGEMENTS

This research is supported by the China Scholarship
Council (201506950053), the LIESMARS Special Research
Funding and the China Postdoctoral Science Foundation
(2018M632923).
ORCID

Chenguang Liu https://orcid.org/0000-0002-4130-1243
REFERENCES

1. M. Breivik and T. I. Fossen, Path following for marine surface
vessels, Inproceedings of the Techno‐Ocean Conference, Kobe,
Japan, 2004, pp. 2282–2289.

2. T. I. Fossen, M. Breivik, and R. Skjetne, Line‐of‐sight path following
of underactuated marine craft, Girona, Spain, 2003, pp. 244–249.

3. K. D. Do, Z. P. Jiang, and J. Pan, Robust adaptive path following
of underactuated ships, Automatica 40 (2004), no. 6, 929–944.

4. Z. Li, J. Sun, and S. R. Oh, Design, analysis and experimental val-
idation of a robust nonlinear path following controller for marine
surface vessels, Automatica 45 (2009), no. 7, 1649–1658.

5. S. R. Oh and J. Sun, Path following of underactuated marine sur-
face vessels using line‐of‐sight based model predictive control,
Ocean Eng. 37 (2010), no. 2, 289–295.

6. W. Caharija and other, Relative velocity control and integral line
of sight for path following of autonomous surface vessels: Merging
intuition with theory, J. Eng. Mar. Environ. 228 (2014), no. 2,
180–191.

7. H. Zheng, R. R. Negenborn, and G. Lodewijks, Predictive path
following with arrival time awareness for waterborne AGVs,
Transp. Res. Part C: Emerg. Technol. 70 (2016), 214–237.

8. M. Fu, A cross‐coupling control approach for coordinated forma-
tion of surface vessels with uncertain disturbances: a cross‐
coupling control for coordinated formation, Asian Journal of
Control 20 (2018), no. 6, 1–10.

9. R. Skjetne, Ø. N. Smogeli, and T. I. Fossen, A nonlinear ship
manoeuvering model: Identification and adaptive control with
experiments for a model ship. Modeling, Identification and Con-
trol 25 (2004), no. 1, 3–27.

10. Z. T. Dydek, A. M. Annaswamy, and E. Lavretsky, Adaptive
configuration control of multiple UAVs, Control. Eng. Pract. 21
(2013), no. 8, 1043–1052.

11. P. A. Ioannou and J. Sun, Robust Adaptive Control, Dover Publi-
cations, New York, 2012.

12. S. H. Mousavi and A. Khayatian, Dead‐zone model based adap-
tive backstepping control for a class of uncertain saturated
systems, Asian J. Control 18 (2016), no. 4, 1395–1405.

https://orcid.org/0000-0002-4130-1243


LIU ET AL. 447
13. C. Cortes and V. Vapnik, Support‐Vector Networks, Mach. Learn.
20 (1995), no. 3, 273–297.

14. V. Vapnik, Statistical Learning Theory, Wiley, New York, 1998.

15. C. M. Bishop, Neural Networks for Pattern Recognition, Oxford
University Press, Oxford, 1995.

16. J. Sun, C. Liu, and N. Liu, Data‐driven adaptive critic approach
for nonlinear optimal control via least squares support vector
machine, Asian J. Control 20 (2018), no. 1, 104–114.

17. J. A. K. Suykens and J. Vandewalle, Least squares support vector
machine classifiers, Neural. Process. Lett. 9 (1999), no. 3,
293–300.

18. J. A. K. Suykens and other, Weighted least squares support
vector machines: robustness and sparse approximation,
Neurocomputing 48 (2002), no. 1, 85–105.

19. H. Tang and other, Online weighted LS‐SVM for hysteretic struc-
tural system identification, Eng. Struct. 28 (2006), no. 12,
1728–1735.

20. L. Li, H. Su, and J. Chu, Generalized predictive control with
online least squares support vector machines, Acta Automatica
Sinica 33 (2007), no. 11, 1182.

21. K. D. Do and J. Pan, Underactuated ships follow smooth paths
with integral actions and without velocity measurements for feed-
back: theory and experiments, IEEE Trans. Control Syst.
Technol. 14 (2006), no. 2, 308–322.

22. E. W. Mcgookin and other, Experimental results from supply ship
autopilot optimization using genetic algorithms, Journal of the
Institute of Meas. Control 22 (2000), no. 2, 141–178.

23. D. Q. Mayne and other, Constrained model predictive Stability
and optimality, Automatica 36 (2000), no. 6, 789–814.

24. D. Shi and Z. Mao, Multi‐step control set‐based nonlinear model
predictive control with persistent disturbances, Asian J. Control
21 (2019), no. 2, 868–878.

25. Y. Shi and other, A nonlinear model predictive control based on
least squares support vector machines NARX model, proceed-
ings of the International Conference on Machine Learning and
Cybernetics, Hong Kong, China, 2007, 721–725.

26. L. Moreira, T. I. Fossen, and C. G. Soares, Path following control
system for a tanker ship model, Ocean Eng. 34 (2007), no. 14,
2074–2085.

27. T. I. Fossen and A. M. Lekkas, Direct and indirect adaptive inte-
gral line‐of‐sight path‐following controllers for marine craft
exposed to ocean currents, Int. J. Adapt Control Signal Process.
31 (2017), no. 4, 445–463.

28. J. Velagic, Z. Vukic, and E. Omerdic, Adaptive fuzzy ship autopilot
for track‐keeping, Control. Eng. Pract. 11 (2003), no. 4, 433–443.

29. T. I. Fossen, Handbook of Marine Craft Hydrodynamics and
Motion Control, John Wiley & Sons, West Sussex, 2011.

30. E. W. McGookin and other, Ship steering control system optimi-
sation using genetic algorithms, Control. Eng. Pract. 8 (2000),
no. 4, 429–443.

31. R. Skjetne and T. I. Fossen, Nonlinear maneuvering and control
of ships, proceedings of the MTS/IEEE Oceans Conference and
Exhibition, Honolulu, USA, 2001, pp. 1808–1815.

32. C. Liu and other, Predictive path following based on adaptive
line‐of‐sight for underactuated autonomous surface vessels,
J. Mar. Sci. Technol. 23 (2018), no. 3, 483–494.
33. H. Zheng, R. R. Negenborn, and G. Lodewijks, Trajectory track-
ing of autonomous vessels using model predictive control. IFAC
Proceedings Volumes, vol. 47, Cape Town, South Africa, 2014,
no. 3, pp. 8812–8818.

34. C. Lin and S. Wang, Fuzzy support vector machines, IEEE Trans.
Neural Netw. 13 (2002), no. 2, 464–471.

35. T. V. Gestel and other, Benchmarking least squares support vector
machine classifiers, Mach. Learn. 54 (2004), no. 1, 5–32.

36. P. E. Gill and other, Computing forward‐difference intervals for
numerical optimization, SIAM J. Sci. Stat. Comput. 4 (1983),
no. 2, 310–321.

37. Y. Zhao and J. Sun, Recursive reduced least squares support vector
regression, Pattern Recogn. 42 (2009), no. 5, 837–842.

38. J. C. Yin, L. D. Wang, and N. N. Wang, A variable‐structure gra-
dient RBF network with its application to predictive ship motion
control, Asian J. Control 14 (2012), no. 3, 716–725.

39. K. S. Narendra and J. Balakrishnan, Improving transient response
of adaptive control systems using multiple models and switching,
IEEE Trans. Autom. Control 39 (1994), no. 9, 1861–1866.

40. D. Wang and A. Haldar, Element‐level system identification with
unknown input, J. Eng. Mech. 120 (1994), no. 1, 159–176.

41. Z. Zheng, L. Sun, and L. Xie, IEEE Transactions on Systems,
Man, and Cybernetics: Systems 48 (2017), no. 10, 1794–1805.

AUTHOR BIOGRAPHIES

Chenguang Liu is an assistant pro-
fessor in the National Engineering
Research Center for Water Transport
Safety, Wuhan University of Technol-
ogy, Wuhan, China. He received his
PhD degree and M.S. degree in the
School of Energy and Power Engineering, Wuhan
University of Technology, China in 2013 and 2017,
respectively. He finished his post‐doctoral research in
Wuhan University in 2019. His current research inter-
ests include ship intelligence, ship motion control,
and model predictive control.

Huarong Zheng is a post‐doctoral
research fellow working on coordina-
tion and control of unmanned sys-
tems at the College of Control
Science and Engineering, Zhejiang
University, Hangzhou, China. She
received the Ph.D. degree in 2016 from the Depart-
ment of Marinetime & Transport Technology, Delft
University of Technology, Delft, the Netherlands,
and the B.Sc. and M.Sc. degrees from Wuhan Univer-
sity of Technology, Wuhan, China in 2011 and 2013,
respectively. Her research interests include intelligent
unmanned vehicles, model predictive control and dis-
tributed control.



448 LIU ET AL.
Rudy Negenborn is full professor
“Multi‐Machine Operations & Logis-
tics” at TU Delft within the Depart-
ment of Maritime and Transport
Technology, 3mE. His more funda-
mental research interests are in the
areas of distributed control, multi‐agent systems,
model predictive control, and optimization. He applies
the developed theories to address control problems in
large‐scale transportation and logistics systems, as
well as for realizing real‐time coordination among
autonomous vessels. In addition, he edited the book
Intelligent Infrastructures (2010), Distributed Model
Predictive Control Made Easy (2014), and Transport
Of Water versus Transport Over Water (2015), and
obtained an NWO/STW VENI grant and various other
national and international research grants. He cur-
rently has over 200 peer reviewed publications in
international journals and conference proceedings.

Xiumin Chu is a professor in the
National Engineering Research Cen-
ter for Water Transport Safety,
Wuhan University of Technology,
Wuhan, China. He received the PhD
degree (2002) and M.S. degree (1998)
majoring in Automobile Application Engineering in
Jilin University. His research topics include waterway
transportation intelligence, smart ship, and ship
motion simulation.
Shuo Xie is a PhD candidate of
National Engineering Research Cen-
ter for Water Transport Safety,
Wuhan University of Technology. He
received his master degree in Wuhan
University of Technology. His
research interests include ship model identification,
ship control and collision avoidance.
How to cite this article: Liu C, Zheng H,
Negenborn R, Chu X, Xie S. Adaptive predictive
path following control based on least squares
support vector machines for underactuated
autonomous vessels. Asian J Control.
2021;23:432–448. https://doi.org/10.1002/asjc.2208

https://doi.org/10.1002/asjc.2208


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck true
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Euroscale Coated v2)
  /PDFXOutputConditionIdentifier (FOGRA1)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f0062006500200050004400460020658768637b2654080020005000440046002f0058002d00310061003a0032003000300031002089c4830330028fd9662f4e004e2a4e1395e84e3a56fe5f6251855bb94ea46362800c52365b9a7684002000490053004f0020680751c6300251734e8e521b5efa7b2654080020005000440046002f0058002d00310061002089c483037684002000500044004600206587686376848be67ec64fe1606fff0c8bf753c29605300a004100630072006f00620061007400207528623763075357300b300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef67b2654080020005000440046002f0058002d00310061003a00320030003000310020898f7bc430025f8c8005662f70ba57165f6251675bb94ea463db800c5c08958052365b9a76846a196e96300295dc65bc5efa7acb7b2654080020005000440046002f0058002d003100610020898f7bc476840020005000440046002065874ef676848a737d308cc78a0aff0c8acb53c395b1201c004100630072006f00620061007400204f7f7528800563075357201d300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c00200064006500720020006600f800720073007400200073006b0061006c00200073006500730020006900670065006e006e0065006d00200065006c006c0065007200200073006b0061006c0020006f0076006500720068006f006c006400650020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e0064006100720064002000740069006c00200075006400760065006b0073006c0069006e00670020006100660020006700720061006600690073006b00200069006e00640068006f006c0064002e00200059006400650072006c006900670065007200650020006f0070006c00790073006e0069006e0067006500720020006f006d0020006f007000720065007400740065006c007300650020006100660020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002000660069006e006400650072002000640075002000690020006200720075006700650072006800e5006e00640062006f00670065006e002000740069006c0020004100630072006f006200610074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200034002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061003a0032003000300031002d006b006f006d00700061007400690062006c0065006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002e0020005000440046002f0058002d003100610020006900730074002000650069006e0065002000490053004f002d004e006f0072006d0020006600fc0072002000640065006e002000410075007300740061007500730063006800200076006f006e0020006700720061006600690073006300680065006e00200049006e00680061006c00740065006e002e0020005700650069007400650072006500200049006e0066006f0072006d006100740069006f006e0065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c0065006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002000660069006e00640065006e002000530069006500200069006d0020004100630072006f006200610074002d00480061006e00640062007500630068002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200034002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f00620065002000710075006500200073006500200064006500620065006e00200063006f006d00700072006f0062006100720020006f002000710075006500200064006500620065006e002000630075006d0070006c006900720020006c00610020006e006f0072006d0061002000490053004f0020005000440046002f0058002d00310061003a00320030003000310020007000610072006100200069006e00740065007200630061006d00620069006f00200064006500200063006f006e00740065006e00690064006f00200067007200e1006600690063006f002e002000500061007200610020006f006200740065006e006500720020006d00e1007300200069006e0066006f0072006d00610063006900f3006e00200073006f0062007200650020006c0061002000630072006500610063006900f3006e00200064006500200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400690062006c0065007300200063006f006e0020006c00610020006e006f0072006d00610020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006c006100200047007500ed0061002000640065006c0020007500730075006100720069006f0020006400650020004100630072006f006200610074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200034002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000710075006900200064006f006900760065006e0074002000ea0074007200650020007600e9007200690066006900e900730020006f0075002000ea00740072006500200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061003a0032003000300031002c00200075006e00650020006e006f0072006d0065002000490053004f00200064002700e9006300680061006e0067006500200064006500200063006f006e00740065006e00750020006700720061007000680069007100750065002e00200050006f0075007200200070006c007500730020006400650020006400e9007400610069006c007300200073007500720020006c006100200063007200e9006100740069006f006e00200064006500200064006f00630075006d0065006e00740073002000500044004600200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061002c00200076006f006900720020006c00650020004700750069006400650020006400650020006c0027007500740069006c0069007300610074006500750072002000640027004100630072006f006200610074002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200034002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF che devono essere conformi o verificati in base a PDF/X-1a:2001, uno standard ISO per lo scambio di contenuto grafico. Per ulteriori informazioni sulla creazione di documenti PDF compatibili con PDF/X-1a, consultare la Guida dell'utente di Acrobat. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 4.0 e versioni successive.)
    /JPN <FEFF30b030e930d530a330c330af30b330f330c630f330c4306e590963db306b5bfe3059308b002000490053004f00206a196e96898f683c306e0020005000440046002f0058002d00310061003a00320030003000310020306b6e9662e03057305f002000410064006f0062006500200050004400460020658766f830924f5c62103059308b305f3081306b4f7f75283057307e30593002005000440046002f0058002d0031006100206e9662e0306e00200050004400460020658766f84f5c6210306b306430443066306f3001004100630072006f006200610074002030e630fc30b630ac30a430c9309253c2716730573066304f30603055304430023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200034002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020c791c131d558b294002000410064006f0062006500200050004400460020bb38c11cb2940020d655c778c7740020d544c694d558ba700020adf8b798d53d0020cee8d150d2b8b97c0020ad50d658d558b2940020bc29bc95c5d00020b300d55c002000490053004f0020d45cc900c7780020005000440046002f0058002d00310061003a0032003000300031c7580020addcaca9c5d00020b9dec544c57c0020d569b2c8b2e4002e0020005000440046002f0058002d003100610020d638d65800200050004400460020bb38c11c0020c791c131c5d00020b300d55c0020c790c138d55c0020c815bcf4b2940020004100630072006f0062006100740020c0acc6a90020c124ba85c11cb97c0020cc38c870d558c2edc2dcc624002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200034002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die moeten worden gecontroleerd of moeten voldoen aan PDF/X-1a:2001, een ISO-standaard voor het uitwisselen van grafische gegevens. Raadpleeg de gebruikershandleiding van Acrobat voor meer informatie over het maken van PDF-documenten die compatibel zijn met PDF/X-1a. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 4.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200073006b0061006c0020006b006f006e00740072006f006c006c0065007200650073002c00200065006c006c0065007200200073006f006d0020006d00e50020007600e6007200650020006b006f006d00700061007400690062006c00650020006d006500640020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e006400610072006400200066006f007200200075007400760065006b0073006c0069006e00670020006100760020006700720061006600690073006b00200069006e006e0068006f006c0064002e00200048007600690073002000640075002000760069006c0020006800610020006d0065007200200069006e0066006f0072006d00610073006a006f006e0020006f006d002000680076006f007200640061006e0020006400750020006f007000700072006500740074006500720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020007300650020006200720075006b00650072006800e5006e00640062006f006b0065006e00200066006f00720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200034002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200063006100700061007a0065007300200064006500200073006500720065006d0020007600650072006900660069006300610064006f00730020006f0075002000710075006500200064006500760065006d00200065007300740061007200200065006d00200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d00310061003a0032003000300031002c00200075006d0020007000610064007200e3006f002000640061002000490053004f002000700061007200610020006f00200069006e007400650072006300e2006d00620069006f00200064006500200063006f006e0074006500fa0064006f00200067007200e1006600690063006f002e002000500061007200610020006f00620074006500720020006d00610069007300200069006e0066006f0072006d006100e700f50065007300200073006f00620072006500200063006f006d006f00200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400ed007600650069007300200063006f006d0020006f0020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006f0020004700750069006100200064006f002000750073007500e100720069006f00200064006f0020004100630072006f006200610074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200034002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b00610020007400610072006b0069007300740065007400610061006e00200074006100690020006a006f006900640065006e0020007400e400790074007900790020006e006f00750064006100740074006100610020005000440046002f0058002d00310061003a0032003000300031003a007400e400200065006c0069002000490053004f002d007300740061006e006400610072006400690061002000670072006100610066006900730065006e002000730069007300e4006c006c00f6006e00200073006900690072007400e4006d00690073007400e4002000760061007200740065006e002e0020004c0069007300e40074006900650074006f006a00610020005000440046002f0058002d00310061002d00790068007400650065006e0073006f00700069007600690065006e0020005000440046002d0064006f006b0075006d0065006e0074007400690065006e0020006c0075006f006d0069007300650073007400610020006f006e0020004100630072006f0062006100740069006e0020006b00e400790074007400f6006f0070007000610061007300730061002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200034002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200073006b00610020006b006f006e00740072006f006c006c006500720061007300200065006c006c0065007200200073006f006d0020006d00e50073007400650020006d006f0074007300760061007200610020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e00640061007200640020006600f6007200200075007400620079007400650020006100760020006700720061006600690073006b007400200069006e006e0065006800e5006c006c002e00200020004d0065007200200069006e0066006f0072006d006100740069006f006e0020006f006d00200068007500720020006d0061006e00200073006b00610070006100720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00610020005000440046002d0064006f006b0075006d0065006e0074002000660069006e006e00730020006900200061006e007600e4006e00640061007200680061006e00640062006f006b0065006e002000740069006c006c0020004100630072006f006200610074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200034002e00300020006f00630068002000730065006e006100720065002e>
    /ENG (Modified PDFX1a settings for Blackwell publications)
    /ENU (Use these settings to create Adobe PDF documents that are to be checked or must conform to PDF/X-1a:2001, an ISO standard for graphic content exchange.  For more information on creating PDF/X-1a compliant PDF documents, please refer to the Acrobat User Guide.  Created PDF documents can be opened with Acrobat and Adobe Reader 4.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /HighResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


