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Abstract Power networks are huge interconnected systems controjlesl large
number of different control authorities. As the nature ofyponetworks is evolving
from a hierarchically structured system toward a much meeedtralized system,
the need to adequately control the power flows over the n&twsing distributed
control strategies increases. Currently available ¢hgted control methods assume
that the various subnetworks that individual control agein¢., the control authori-
ties, control are usually touching, in the sense that thedyayf one subnetwork is at
the same time also the border of a neighboring subnetwodh Bwiching networks,
however, do not necessarily capture the subnetwork thagentaan influence in
the best way. To capture in the best way the subnetwork thatjant can influence
overlapping subnetworks will usually have to be definedhis thapter, we propose
a strategy for coordinating multiple control agents thattoa overlapping subnet-
works in a network. Simulations are carried out on an adfuEE&E 57-bus power
network in which the controlled entities are Flexible Aitating Current Transmis-
sion Systems (FACTS) and the objective is to improve systturdy.
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1 Introduction

Power networks [15, 24, 16] are one of the corner stones afnogern society. The
dynamics of a power network as a whole are the result of tlegantions between
the millions of individual components. Conventionallye thower in power networks
is generated using several large power generators. Thigmievthen transported
through the transmission and distribution network to treatimn where it is con-
sumed, e.g., households and industry. Power flows are theivedy predictable,
and the number of control agents is relatively low. Due todhgoing deregulation
in the power generation and distribution sector in the Urd. Burope, the number
of players involved in the generation and distribution ofvpohas increased signif-
icantly. The number of source nodes of the power distriloutietwork is increas-
ing even further as also large-scale industrial suppliacs amall-scale individual
households start to feed electricity into the network [13].

As a consequence, the structure of the power network is amgufigpom a hi-
erarchical top-down structure into a much more decengdligystem with many
generating sources and distributing agencies. This cahaepower flows become
less predictable and may actually change their conventibrections. To still guar-
antee basic requirements and service levels, such as eattagnitude and fre-
quency levels, bounds on deviations, stability, elimimatf transients, etc., and to
meet the demands and requirements of the users, new ioftast in the shape of
transmission lines and so-called Flexible Alternatingr€nt Transmission Systems
(FACTS) [10] is installed. Transmission lines increase=dlity the capacity of the
network on the one hand. FACTS devices can be used to actikalyge the way in
which power flows over the network on the other hand. FACT Sagsvcan change
voltage magnitudes, line impedances, and phase anglethedore have the po-
tential to improve the security of the network, to incredsedynamic and transient
stability, to increase the quality of supply for sensitimeustries, and to enable en-
vironmental benefits [10]. Two particular types of FACTS ideg that frequently
appear in practice and that also will be used later on in thégpter are Static Var
Compensators (SVCs) and Thyristor Controlled Series Cosaters (TCSCs) [5].

To optimally use and control such devices and to optimally the existing in-
frastructure, new control techniques have to be developddraplemented [18]. A
major challenge in this context is that the devices in thevagk, such as the various
FACTS devices, are usually owned and operated by differetitosities. Despite
this, the operators of the various devices have as objectidetermine their actions
in such a way that the best overall network performance iginbtl. Hence, multi-
agent control, in which communication and cooperation ketwvarious control
authorities is explicitly taken into account, has to be ayptl.
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Fig. 1 lllustration of multi-layer control of large-scale networkagpired by [18]). The control
structure consists of several layers of control agents. Thea@gents make measurements of the
state of the network and determine which actions to take.

1.1 Multi-agent control of power networks

The control structure of power networks can be represerst@cthaulti-agent system
[27, 25, 26, 18], in which the control agents are organizeskireral layers as illus-
trated in Figure 1. A control agent hereby is an entity, @dwuman, a computer, or
a hardware device, that on the one hand observes the stataatios of the net-

work and on the other hand chooses actions to be taken in thereby changing

settings of actuators, such as the reference for the poweuof generators or the
reference for settings of FACTS devices. A control agentbaboose its actions in
such a way that the performance of the network in terms ofygafecurity, and sta-
bility, is the best possible, while respecting operatiaraistraints and minimizing
costs. High costs hereby indicate a bad performance of ttveorie whereas low

costs indicate a good performance. In the control hieratichypower networks are
controlled by, at the lower layers control agents considstefr dynamics, more local
information, smaller subnetworks, and shorter time spanthe higher layers con-
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trol agents consider slower dynamics, more global inforomatarger subnetworks,
and longer time spans [20].

The control problem that an individual control agent in atcoirhierarchy faces
can be cast as an optimization problem, based on a localtigjéenction that en-
codes the control goals of the agent, subject to a model gbainieof the network
that the control agent controls, and additional constsaiatgy., on the range of the
inputs. The model of the part of the network that the contgard controls is re-
ferred to as its prediction model. This prediction modeldieées how the values of
variables of interest (such as voltage magnitudes, powasfletc.) react to changes
in inputs and can therefore be used to predict what the effexgrtain input choices
is going to be.

1.2 Control of subnetworks

In a multi-agent system, control is distributed over selvesatrol agents. Each of
the control agents controls only its own part of the netwask, its own subnet-
work. Let for now a network be modeled at an abstract levatgisi number of
nodes with arcs interconnecting the nodes. The nodes exgrelaracteristics of
the components of the physical network, whereas the arcelnioel direct interac-
tion between the nodes. E.g., one neadeould model the characteristics of a power
generator together with a bus and a transmission line, aathannodew could
model the characteristics of a load and a bus. If the bus efltfaid is physically
connected to the transmission line, then an arc is defineudeet the nodes and
w. The subnetwork of a control agent then constitutes a numibeodes together
with the arcs connected to these nddes

Usually subnetworks are defined through geographical ditutisnal borders,
such as borders of cities, provinces, countries, the Eampnion, etc. Subnet-
works can however also be defined differently, e.g., basedfimed “radius” around
input nodes. Nodes that are reachable within a certain nuaflagcs from a partic-
ular node with an actuator are then included in a particuldnstwork [9]. Or,
subnetworks can be defined using an influence-based appf®achhe idea of
influence-based subnetworks is that the subnetworks areeddfased on the nodes
that a certain input and, hence, a control agent controthiaginput, can influence.
Sensitivities are then used to determine which variabléagut can influence, and
hence, which nodes should be considered part of a subnetWoeKixed-radius and
the influence-based approaches have as advantage thabttesvgorks are defined
taking a more actuator-centered perspective. Using thd-fiadius approach, this
definition is somewhat ad hoc and heuristic. On the conttaeyinfluence-based ap-
proach is more flexible and allows for a structured detertignaf the subnetwork
that a control agent has to consider.

1 In Section 2 we define networks, nodes, arcs, and subnetworks oraralfy.
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Fig. 2 lllustration of different types of subnetworks.

When using the mentioned approaches for defining subnetyamiggpair of two
resulting subnetworks can be categorized@s-overlappingtouching or overlap-
ping, as illustrated in Figure 2. If for two subnetworks, the notelonging to one
of these do not coincide with the nodes belonging to the atbhbnetwork, and if
there are no arcs going from nodes in the one subnetwork odesof the other
subnetwork, then the subnetworks are non-overlappingr tifo subnetworks, the
nodes belonging to one of these do not coincide with the nofiéise other sub-
network, but if there are arcs between nodes of the one subrietind nodes of
the other subnetwork, then the subnetworks are touchirfgr Ifiwo subnetworks,
the nodes belonging to one of these partially coincide withriodes belonging to
the other subnetwork, then the subnetworks are overlappirijat case, aommon
sub-subnetwork is defined consisting of those nodes andttaaitdbelong to both
subnetworks.

If the subnetworks are non-overlapping, then the valuesi@fvariables of the
nodes that control agents can influence significantly do wetlap, so no coordina-
tion among control agents is necessary. In that case, atecoiatrol performance
can be obtained, as illustrated in [8]. If the subnetworlestatiching, coordination
can be obtained by adapting the technique of [3], as will kewdised in Section 3.
For subnetworks that are overlapping, no techniques hase peposed so far for
obtaining coordination. For overlapping subnetworks,dbetrol agents will have
to find agreement on the values of variables involved in treratteristics of the
common sub-subnetworks. This topic is addressed in thisteha
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1.3 Optimal power flow control

Optimal power flow control is a well known-method to optimibe operation of a
power network at higher control layers [15]. Optimal powewflcontrol is typically
used to improve steady-state network security by improthiegsoltage profile, pre-
venting lines from overloading, and minimizing active poi@sses. The optimal
power flow control problem is usually stated as an optimaraproblem in which
variables to be optimized consist of inputs or settings fmegators, the objective
function encodes the control goals (such as maintainingagelmagnitudes within
desired bounds, preventing transmission lines from owéittg, minimizing power
losses, etc.), and the prediction model consists of thelgtstate characteristics of
the network.

To optimally make use of the FACTS devices installed in thegronetwork we
employ optimal power flow control to determine the settinggsthese devices. As
mentioned, the devices in the network can be owned and dleattoy different au-
thorities. Traditional approaches for optimal power flomirol in power networks
using multiple control agents assume that control agemsider at most touch-
ing, and thus not overlapping, subnetworks [22, 14]. In ¢hesses subnetworks
are typically defined based on existing geographical berdércountries, states,
provinces, cities, etc. However, when the subnetworks weelapping, the tradi-
tional approaches may not be suitable. Therefore, a newdowdion approach for
control of overlapping subnetworks has to be developed. 8ve lalready made a
first step in this with the proposal of the approach describdd?], of which the
approach proposed in this chapter is a further elaboratidrganeralization.

1.4 Goal and outline of this chapter

In this chapter we propose a coordination scheme for coagehts controlling
overlapping subnetworks with the aim of obtaining the bestall network perfor-
mance. This chapter is organized as follows. In Section Zpwealize the modeling
of networks, subnetworks, and control objectives usedigahapter. In Section 3,
we first discuss a recently proposed approach that can befustee multi-agent
control of subnetworks that aret overlapping (i.e., non-overlapping or touching).
We then propose an extension of this approach to multi-agperitol of subnetworks
that are overlapping in Section 4. In Section 5, we apply the@sed approach to an
optimal power flow control problem from the domain of powetwarks. In partic-
ular, we employ the approach to control FACTS devices in durséeld IEEE 57-bus
power network, in which each FACTS is controlled by a differeontrol agent.
Section 7 contains conclusions and directions for futuseaech.



A Novel Coordination Strategy for Control of Overlappingd®etworks 7

2 Modeling of network characteristics and control objectives

In this section we formalize the way in which we describe thework characteris-
tics, subnetworks, and control objectives in this papereRample of the application
of this formalization is given in Section 5.

2.1 Network characteristics

We consider the control of power networks by multiple conaigents that operate
in a higher control layer. At this layer, we are interestedantrolling the very slow
dynamics or the long-term behavior of the network, and floeeewe can assume
that dynamics of the lower control layers and physical netvean be represented
or approximated by instantaneous, steady-state chasdcer

Let a network be represented by a network model. Let the moolaist ofv
nodes, and lek, for k € {1,...,v} denote a particular node. Each of the nodes in
the network model is labeled with a set of variables (e.dtage magnitudes and
angles) and constraints (e.g., power flow equations) usedrgute the steady-
state values for these variables, given values for inpugs, @mount of power to be
generated) and disturbances (e.g., amount of power comfuitge constraints of
a particular nodex involve variables of that particular node and variablestbeo
nodes, referred to as the neighboring nod€€ = {wx 1,..., W n, }. To indicate
the interaction between nodeand its neighboring nodes in’¥, we define an arc
betweerk and each node € /¥,

Let for nodek € {1,...,v}, the variableg € R"¢, u¥ € R"u, andd® € R,
denote the (static) stateghe input variables, and the disturbance variables associ
ated with node, respectively, and let the constraints of nedke given by

g (Z,u, dX z%1 L z%) =0, (1)

wherez® are the variables of neighboring nodec ./%, andg¥ are the constraint
functions of nodec. These constraint function are assumed to be smooth. Aystead
state model for the overall network is obtained by aggregetie constraints (1) for
allnodesk € {1,...,v}, and is compactly represented as

g(Z7U,d) =0, 2

wherez, u, andd are the state, input, and disturbance variables of the bverta
work, andg defines the steady-state characteristics of the netwovienGhe inputs

u and the disturbance variabldsthe steady state in which the network settles is
determined by solving the system of equations (2).

2 Sometimes the static states are also referred to as algebraibleari
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2.2 Control objectives

With each node objective terms can be associated. Thesetibjéerms specify
which behavior is desired by assigning costs to the valuéseofariableg® anduX

of that node. The objective terms involve the variables afaioand may in addition
also involve the variables of the neighboring nodes .4¥. The summation of the
objectives terms of all nodes in the network model gives thjective for the control
of the overall network. E.g., if a node has assigned to it tairgs representing the
characteristics of a transmission line, then as objectven tthe costs on power
losses of that transmission line may be associated to the: hmdddition, if a node
represents the characteristics of a bus, then an objeetirerepresenting costs on
a voltage magnitude violation of that bus may be associatéfuig node.

2.3 Definition of subnetworks

The values of the inputa should be adjusted in such a way that the objectives
associated with the nodes are achieved as well as possédléola control agent

i the nodes that it controls define its subnetwork. The priedtichodel that control
agenti then uses consists of the union of the constraints of each tiwad is part

of its subnetwork. Let the subnetwork and the control goéla control agent be
defined using one of the approaches mentioned in Section 1.2.

In the following we first discuss an approach that can be usdbe case that
the subnetworks are touching. Then we extend this appradod able to deal with
overlapping subnetworks. For the sake of simplicity we amsbelow that there are
no nodes that do not belong to any subnetwork.

3 Multi-agent control of touching subnetworks

In this section we discuss a technique for coordinatingrebagents that use touch-
ing subnetworks. This technique is based on an adaptatittreafleas of the modi-
fied Lagrange technique proposed in [3] to our network andcilje formalization.
The technique requires that subnetworks of any two congrehts are touching, i.e.,
the nodes in the subnetwork of one control agent are onlyntake account (i.e.,
modeled and controlled) by that control agent and not by dhgroln short, when
the control agents have to determine actions, they perfoserias of iterations, in
each of which the control agents perform a local optimizasi®p and communicate
information. The local optimization problems are formatausing local objective
functions, local prediction models of the subnetworks, kdl constraints. After
each local optimization the control agents exchange inftion, reformulate their
local optimization, and perform a new optimization. Thisittoues until a stopping
condition is satisfied. Below we first introduce some terrtagg, then formulate the
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Table 1 Overview of the localized constraint types of constraints dased with nodes in a sub-
network that touches other subnetworks. The location ineléctite location of the node from the
point of view of control agenit The variables involved in the constraint indicate whichalales
are involved in the constraint, from the point of view of catagent.

type |locationvariables involved in constraint

&M |internallinternal

gntextlinternal|internal+external

¢, |externalexternal
%! externalinternal+external

control problem as considered by an individual control agend then we discuss
the scheme used by multiple control agents for coordinai@hcommunication.

3.1 Internal and external nodes

We define the following concepts that will be frequently usethe remainder of
this paper:

e We categorize the nodes that control ageobnsiders based on their location
from the point of view of control agent For touching subnetworks, the nodes
that control agentconsiders can bimternal nodes oexternalnodes. The inter-
nal nodes of control agenare those nodes that belong exclusively to its subnet-
work. The external nodes of control agéiatre those nodes that do not belong to
its subnetwork.

e Based on the distinction between internal and external siofleontrol agent,
we make a distinction between internal and external vaegbF control agent
i. The internal variables are those variables associatdd thé internal nodes
of control agent. The external variables are those variables associatéd gt
external nodes of control ageint

e For control agent, thelocalized constraint typef a particular constraint associ-
ated with a node that control agentconsiders is formed by the combination of
the location and the types of variables involved in that t@irst. The localized
constraint type of a constraint associated with a ned®nsidered by control
agenti is denoted byz; '@, where Loce {int,ext} indicates the location of the
node to which the constraint is associated, and afint,int+ext} indicates
the variables involved in the constraint. Recall that a traingt associated with a
particular nodex involves variables of that particular node and possiblyaldes
of neighboring nodes. The constraints associated with daes considered by
control ageni can therefore have the localized constraint types listethlle
1. Figure 3 illustrates for some nodes the localized comgttgpes that can be
found at these nodes.
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Fig. 3 lllustration of different localized constraint types thahdze found at nodes considered by
control ageni. The number next to a node in the figure corresponds as followsettncalized
constraint types of the constraints that can be associatedttodtia: 1.0t : 2: Z/nt gintrext. 3.
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e In a similar way as we have defined localized constraint tygés, we also

define localized objective term types &S, referring to the location of the node
to which an objective term is associated and the variabkgsatte involved in the

objective function term.

3.2 Control problem formulation for one agent

The local optimization problem of control agentonsists of minimizing the local
objective functionJ;, subject to the prediction model of subnetwodnd additional
constraints on inputs and outputs. Below we focus on theegsatising due to the
presence of subnetworks that touch the subnetwork of doagienti. We discuss
the issues arising with respect to the prediction model haabjective function of
control agent. For the sake of simplicity of explanation we consider twatcol
agents, control agemtwith neighboring agent, that together control subnetworks
that cover all nodes of the network model. The generalinatianore than 2 control
agents and not fully-covered networks is straightforward.

3.2.1 Prediction model

The prediction model of control agentonsists of the constraints associated with all
its internal nodes. In order to make predictions, contrerghas to know accurate
values for all variables involved in the constraints of theedes. The internal nodes
that do not have external neighboring nodes do not requieialpattention, since
the variables involved in the constraints of these intenoales are of localized con-
straint type%iij}ﬁt and thus only involve variables of the subnetwork of conaigent

i. However, the internal nodes that are connected to exteaut#s do require special
attention, since the constraints associated with theseniat nodes can be of local-
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ized constraint typ&; i, and thus involve not only variables of the subnetwork
of control agent, but also variables of the subnetwork of neighboring agefbr

the external variables, control agerias to coordinate with the neighboring agents
which values these variables should have. To obtain coatidim on the values of
the external variables, we apply an idea that was first pexbos[3] as follows.

Below a distinction is made between constraints that aresidered ashard,
and constraints that are consideredaff The hard constraints are constraints that
have to be satisfied at all costs. The soft constraints arstreonts for which it
is desirable that they are satisfied, but for which this sthawdt be done at any
price. The hard constraints are included in the formulatiooptimization problems
as explicit equality constraints; the soft constraints iacduded in the objective
function of optimization problems through a penalty terrejghted by a parameter
specifying the costs for violation of the soft constraint.

Recall that the control agents perform a series of iteratéord that in each itera-
tion the control agents solve a local optimization problefiofved by an exchange
of information. Note that internal and external nodes oftaaragenti correspond
to external and internal nodes, respectively, of contrehag. Control agent con-
siders in its local optimization problem the constraintat tare associated with its
internal nodes and that are of localized constraint tyjf® as hard constraints,
using fixed values for the external variables. The valuesifese external variables
are obtained from the neighboring aggn€ontrol agent solves its local optimiza-
tion problem using these values for the external variallbs. optimization yields
values for the internal variables of control agénand for the Lagrange multipli-
ers that are associated with the constraints of localizedtcaint typez;t®<t. The
Lagrange multipliers of these constraints and the valueth®finternal variables
involved in these constraints are sent to neighboring agent

Neighboring agenf considers the constraints of the internal nodes of control
agenti that involve external variables of control agérn its decision making by
including the associated constraints as soft constrairits iocal objective function.

In the soft constraints of control ageptthe external variables, which correspond
to internal variables of control agentare fixed to the values that control agént
has sent to control agent Also, the soft constraints are weighted by the Lagrange
multipliers as given by control agentNeighboring agenj solves its optimization
problem, yielding values for its internal variables. It deithe values of the internal
variables that appear in the soft constraints to contrahigsuch that control agent

i can update its information about the corresponding extearables.

Based on this idea, Table 2 shows how control aget#als with the different
constraints when formulating its optimization problem.

3.2.2 Objectives
The local objective function for control ageintonsists of objective function terms

that are associated with the nodes in its subnetwork. Obgetdérms associated
with internal nodes that are only connected to internal sate simply included
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Table 2 Overview of the constraints that control ageértan have and how it deals with these
constraints. For the hard and soft constraints, the externalhtas are fixed to values obtained
from neighboring agents. For the hard constraints with eatevariables Lagrange multipliers

are determined. The soft constraints are weighted using theahggrmultipliers received from

neighboring agents.

localized constraint typeonstraint
Gt hard
int+ext
e hard
V +i
G soft

Table 3 Overview of the localized objective term types that con&génti considers and how it
deals with these terms. External variables are fixed to valuesnglal from neighboring agents.

localized objective term typhow deal with the objective term

int - n
i.int include as is

fntrext include as is

in the local objective function. However, objective ternssaeciated with internal
nodes that are also connected to external nodes cause meofile the same rea-
son as constraints associated with such nodes. Coordinatithe values of these
variables is achieved by obtaining the desired values foetternal variables from
neighboring agents.

Table 3 summarizes how the different localized objectivetg/pes that control
agent are considered, and how the agent deals with these types, fatmulating
its optimization problem.

3.3 Control scheme for multiple agents

The outline of the scheme for coordination of control ageatstrolling touching
subnetworks, based on the scheme proposed in [3], is ag/®llo

1. Each control ageritmeasures the current values for the state variablesd
the input variablesi; that are associated with the nodes in its subnetwork. In ad-
dition, it obtains predictions of known disturbance valéstd;. Furthermore, it
obtains through communication from its neighbors valuedtie external vari-
ables and Lagrange multipliers associated with the extermdes that control
agent considers.

2. The iteration countesis set to 1.

3. Let Wfrf;l) and)\gf)}tli) denote the external variables and Lagrange multipliers,
respectively, of which control agenhas received the values from neighboring

agents. Giverwifjl) andA éf)ﬁ each control agente {1,...,n} performs con-

currently with the other control agents the following steps
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a. Control agentsolves the local optimization problem:

min J; (zi,ui,wi(r?;l)) + ()\ éi?t]{))Tgsofti (zhui,Wi(r?;l)) 3)

Zj,U;
subject to
Ohardi (zi, Ui, di) =0 (4)
Ohard, exi (Ziauiythi(r?;l)) =0 5)
Zi min < Zi < Zj max (6)
Ui min < Ui < Uj max, (7)

wherez min andz max are upper and lower bounds @n Ui min and uj max
are upper and lower bounds an Gsoftj are the constraints of localized con-
straint typéfi[’;ﬁ(‘LtEXt, harai are the constraints of Iocalized constraint t%’%t,
Ghard,exi are the constraints of localized constraint tyg!/®**. Solving this

local optimization results in values for the variabk-{r@ and ufs), as well as

Lagrange multipliers\ ffgrd’exﬁ associated with the constraints (5) for current
, 5

iterations. After solving this optimization problem the variabkyéuu
determined as:

can be

g =R (@) () @] ®

wherewgt; are the s~o—called interconnecting output variables, tsdeas-
ing a selection matriX;. These variables represent the variables that control
agenti uses in its communication to neighboring agents. Selectiatrix K ;
has in each row only zeros, except for a single 1 in the coluonresponding
T T T
to the position of an element ({f(zi(s)) , (ufs)) ,(di)q that is an inter-
connecting output variable.
b. Control agent sends the values of the Lagrange multipliﬁfﬁrd’exﬁ of the

hard constraints of localized constraint tﬁé‘,ﬁfem and the values ofvgyt;
corresponding to internal variables of these nodes to tighbering agents
that consider the involved external variables.

c. Control agent receives from the neighboring agenthose Lagrange multi-
pliers related to the localized constraint tﬁé@‘xﬁe’“ and those values of the
internal variables of the neighboring agents that congehdi requires in or-

der to fix its external variables. Control agenises this received information

at the next iteration az&;éf))m andwif_)i.

4. The next iteration is started by increments@nd going back to step 3, unless a
local stopping condition is satisfied for all control ageiitise stopping condition
is defined as the condition that the absolute changes in thehge multipliers
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from iterations— 1 to s are smaller than a pre-defined small positive constant

Ve term:

A shortcoming of this method is that it requires that the sfworks are touch-
ing, since it assumes that each node in the network modekigresd to only one
of the subnetworks. However, in the case of control of oygilag subnetworks,
some of the nodes are included in more than one subnetwortharidentification
of internal and external nodes of a control agent is notgititéorward any more.
Therefore, the method is not directly applicable to ovgrlag subnetworks. In the
following section we extend the method discussed aboventraloof overlapping
subnetworks.

4 Multi-agent control for overlapping subnetworks

We first propose some new definitions, next we consider thiessappearing due to
the overlap, and then we propose a way to deal with thesesis&gain, for simplic-
ity of explanation we consider two control agents, contg#rati with neighboring
control agent, that together control the subnetworks, which are assumedver
the full network model.

4.1 Common nodes

In addition to internal and external nodes as defined beforeontrol of overlap-
ping subnetworks we make the following definitions:

e Commonnodes are nodes that belong to the subnetwork of controlt agerd
that also belong to the subnetwork of the control agem\ sub-subnetwork
defined by the nodes common to several subnetworks is rdfterigss a common
sub-subnetwork.

e The variables associated with the common nodes are referi@sithe common
variables.

e Given the definition of a common node, the number of possslifor localized
constraint types increases. Table 4 lists the localizedtcaimt types that can
be considered by a control agent when subnetworks can bippérg. In total
there are 12 different localized constraint types. Figuiltudtrates some of the
possible localized constraint types.

e In addition to the extension of the localized constrainteypthe localized ob-
jective term types are extended as well, by also definindiledhobjective term
types that are based on variables of common nodes.
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Table 4 Overview of the localized constraint types for overlappingretworks.

type |location|variables involved in constraint
&t linternal [internal
gntreom internal |internal+common

gntextinternal |internal+external

g nercom+eiinternal |internal+common+external

gntrcom | commonjinternal+common

©i.com
@;nt+com+ext commoryinternal+common-+external
m  |commorncommon
geomrext | commorjcommon-+external

i,com

¢, |external|external

%igt;;ex‘ external|internal+external

I,
comrext |external|common-+external

g jniicom+ext external|internal+common-+external

/ Subnetwork

.
I
1
[
[
[l
[
[
[}
[y
[y
[y

*\. internal nodes

Fig. 4 lllustration of different localized constraint types thandae found at particular nodes
considered by control agentThe number next to a node in the figure corresponds as follows to
the localized constraint types of the constraints that caisfeciated to that node: &', 2: 4,

int+ext. 9. coint+ext coext. 4. czint int+com. . coint int+com cgint+ext cgint+com+ext . cocom . 7.
gntrext 3: ginttext, Xt 4: it gintieom, 5 it qgintreom, qintrext, it L6 Goom . 7:

iint t v Piext i,int* “iint i,int* @i int i,comr
int+com cocom+ext cocom int+com+ext Q. cocom com+ext g- cocom int+com. - coext ext+com
(gi,com ’ %i,com ’ Cgi,comv (gi,com 8 %Lcomi ?api,com e S9’1,com* (gi,com ; 10: %i,ext’ Cgi,ext ’
. cointtext cocom+ext coext int+com+ext
11 (gi,ext v Piext » Piext Cgi,ext .

4.2 Control problem formulation for one agent

For multi-agent control of overlapping subnetworks an apph has to be found to
deal with the common nodes. Since the common nodes are eoedilly several
control agents, the constraints associated with these cormudes appear in the
subnetwork models of multiple control agents. Even thobghcontrol agents have
the same objective with respect to these nodes, combinddtiagt objective for
their internal nodes, conflicting values for the variabléshe common nodes can
be the result. Below we discuss how to extend the scheme pféveous section for
control of overlapping subnetworks. Again, for the sakeiiidicity of explanation
we focus on two control agents: control agewith neighboring agent.
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4.2.1 Prediction model

Similarly as for control of touching subnetworks, for cantof overlapping subnet-
works, internal nodes of control agerthat are connected to external nodes require
special attention, since the constraints associated se thedes may involve exter-
nal variables. In addition to this, common nodes of contgelrdi that are connected
to external nodes also require special attention. The skterof the approach for
control of touching subnetworks to the control of overlaggpsubnetworks involves
the following extension of the prediction model.

Control agenti considers as prediction model the constraints of all iratern
and common nodes. For the constraints of localized constraipes e,
gntrexteom qecomrext andi;yeom*exthe control agent takes for the external vari-
ables values that it has received from neighboring agelYhen control agenit
has solved its optimization problem, it sends the valueb@friternalandthe com-
mon variables of the constraints of these specialized cainstypes to neighboring
agents.

Neighboring ageni considers in its optimization problem the constraints ef th
internal and common nodes of control ageribat involve external variables of
control agent as soft constraints by including them in the objective fiorcthrough
a penalty term, weighted by the Lagrange multipliers preslithy control agent,
and with fixed values for the externahd common values in the soft constraints
as received from control agentNote that although control ageptonsiders fixed
values for the common variable in the soft constraints, it mat fix the values for
the common variables in the hard constraints (similarlya#rol agent). Hence,
control agents$ and j share the responsibility for the common variables. Thelresu
of solving the optimization problem of neighboring aggrherefore yields values
for the internal, common, and external variables of conaggntj. The internal
variables of control agerjtrelated to the soft constraints are sent to control agent

Table 5 summarizes how control ageérdeals with the different localized con-
straint types.

4.2.2 Objectives

With the nodes that control agenhas in its subnetwork objective terms are as-
sociated. The objective function terms associated withh eextle can depend on
the variables associated with that node and its neighbaraues. As before, the
objective terms involving only internal variables require special attention. The
objective terms involving both internal and external vialés can be dealt with by
fixing the external variables, as is also done for controlooiching subnetworks.
However, the common variables appearing in control of epgping subnetworks
do require special attention.

For control of overlapping subnetworks, multiple contrgeats will try to con-
trol the values of the common variables. To allow controlrageo jointly achieve
performance comparable to the performance that an overaialized control agent
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Table 5 Overview of the way in which control agentonsiders the constraints of particular lo-
calized constraint types in its optimization problem. For thedhconstraints all external variables
are fixed to values obtained from neighboring agents. For thiesostraints all external and com-
mon variables are fixed. For the hard constraints with extefar@bles Lagrange multipliers are
determined. The soft constraints are weighted with Lagrangéptheits obtained from neighbor-
ing agents. Note that the soft constraint part of the inclusionowistraints of typéf”ﬂ’é‘éﬁomeﬂ
involves fixed external and common variables and a Lagrangepimeitas obtained from neigh-
boring agents, whereas the hard constraint part of the inclugioonstraints of types;it-com+ext
involves only fixed external variables.

localized constraint typeonstraint

et hard
int+ext int+com

Cgi,inlt ' Cgi.itnt hard
Int+com+exi

Gt hard

%;excom hard and soft
int+com+ext

("ﬁ,com hard and soft
com

4 com hard
com+ex

G oom hard
Int+ext

%ﬁ:etxt t soft
Int+ext+com

Cext soft

Table 6 Overview of the localized objective term types that congénti considers and how it
deals with the associated objective terms. External varialéetx@d. VariableN is the number
of control agents considering nogeas common node.

localized objective term typhow deal with the objective term
ot include as is
7intrext include as is
c *’iiﬂﬁ?com include as is
. i?é)o% include partially by weighting it with a factor/N
A" include as is

can achieve, the responsibility for the objective termsiving only common vari-
ables, i.e., of localized objective term typg . is shared equally by the control
agents. Hence, each control agenhat considers a particular common nole
includes in its objective function/N, times the objective function terms of such
nodes of localized objective term typg T, WhereNy is the number of control
agents considering node as common node. Control aganin addition includes
into its objective function the objective terms of all itséémal nodes, and the objec-
tive terms of these common nodes that involve only interndl@mmon variables,
i.e., the objective terms of localized objective term typgdy,, zmiex, gintrcom

- jint iint
t
and_7com - . _ . . . .
Table 6 summarizes how control agéieals with the different localized objec-

tive term types.
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4.3 Control scheme for multiple agents

We have discussed how each control agent formulates itéctismdmodel and ob-
jective function. The scheme that we propose for multi-agentrol for overlapping
subnetworks consists of the scheme proposed in Sectionn@fching subnetworks,
with the following changes:

e Control agenti receives from the neighboring agents the following infotiora
at initialization and after each iteration:

— Lagrange multipliers with respect to the constraints eflized constraint
int+com int+com+ext cpint+ext int+ext+com
typecgi,com ’%i,com '%j,ext ' and%i,ext T . .
— Values for the external variablesd the common variables involved in these

constraints.

e The optimization problem that each agent solves is changmatdingly to reflect
the extensions discussed in this section, i.e., to takedotount the constraints
as given in Table 5 and the objective terms as given in Table 6.

The result is a control scheme that can be used by higher-tayerol agents
that control subnetworks that are overlapping. The cortgeints hereby share the
responsibility for the common variables. In the next settie apply this scheme
on an optimal flow control problem in power networks.

5 Application: Optimal flow control in power networks

In this section apply the scheme for multi-agent controh@frtapping subnetworks,
as discussed in Section 4, to the problem of optimal power domtrol in power
networks. A case study is carried out on the IEEE 57-bus poetvork [2], com-
prising as components generators, loads, transmissies, land buses, with in ad-
dition FACTS devices installed at various locations, assiilated in Figure 5. Two
configurations are considered: in the first configuratiory @WCs are included; in
the second configuration only TCSCs are present. Each of ARE'E devices is
controlled by an individual control agent.

6 Parameters of the power network

The parameters of the IEEE 57-bus base network can be otitaiora the Power
Systems Test Case Archive [2]. Line limits on the apparemtgrdlows have been
assigned to all transmission lines in such a way that no laresoverloaded. In
order to find an interesting and meaningful situation for F&Ccontrol, the grid
was adapted by placing an additional generator at bus 3bhg&alincreased power
flows in the center of the grid. The parameters of this generate as follows:
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Fig. 5 IEEE 57-bus network extended with either SVCs installed aebul4 and 34, or with
TCSCsinlines 22 and 72.

Table 7 Line limits on the apparent power flows.

[line no]limit (p.u.)[line noJlimit (p.u.)[line no]limit (p.u.)[line noJlimit (p.u.)]
1 1.800 21 0.550 41 1.100 61 0.350
2 1.650 22 2.160 42 0.500 62 0.300
3 0.721 23 0.700 43 0.500 63 0.500
4 0.412 24 0.700 44 0.400 64 0.300
5 0.800 25 0.900 45 0.300 65 0.450
6
7
8
9

0.750 26 0.600 46 0.400 66 0.600
1.200 27 0.750 47 0.400 67 0.550
2.200 28 1.000 48 0.400 68 0.500
0.600 29 0.300 49 0.700 69 0.350
10 0.450 30 0.300 50 0.800 70 0.400
11 0.300 31 0.300 51 0.300 71 0.300
12 0.500 32 0.300 52 0.300 72 0.700
13 0.700 33 0.400 53 0.400 73 0.300
14 0.936 34 0.450 54 0.300 74 0.300
15 1.900 35 0.300 55 0.300 75 0.300
16 1.050 36 0.300 56 0.300 76 0.300
17 1.200 37 0.350 57 0.500 7 0.300
18 1.200 38 0.350 58 0.600 78 0.550
19 0.300 39 0.350 59 0.636 79 0.550
20 0.300 40 0.400 60 0.650 80 0.500
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dv genm = 1.03 p.u.,dpgenm = 0.5 p.u., form = 30. The parameters of the base
IEEE 57 network used in this paper can be found in [2]. Thetroh the apparent
power flows are set as listed in Table 7.

In the following we make a distinction betweebasand anode A bus refers to
an element of the physical power network, whereas a nodesrefan element of the
model of the physical power network. Since for each phydicala corresponding
node is included in the model, references to a bus or its sporeding node can be
interchanged, except for when assigning constraintsimglab two buses, such as
constraints imposed due to transmission lines, to a sirgle as we will see next.

Below we formulate the steady-state models used to destirdaetwork be-
havior, we assign the constraints to nodes, we set up thetolgeerms associated
with the nodes, we discuss the way in which the subnetworksbeadetermined
using the influence-based approach, and we illustrate thiings of the proposed
approach.

6.1 Steady-state characteristics of power networks

As the focus lies on improving the steady-state networksgycthe power network

is modeled using equations describing the steady-statadiaistics of the power
network. As we will see, the aspects of the steady-stateriggtiiat we are inter-
ested in can be determined from the voltage magnitude anagebngle at each of
the 57 (physical) buses in the network. We therefore definedslés to model the
network, and assign to each noaethe voltage magnituds, , per unit (p.u.) and

the voltage angleg m (degrees) as variables. In order to determine the values for
these variables under different disturbance variablesandtor values, models for
the components and their influence on the voltage magnitad@iagle are defined.
We model the transmission lines, the generators, the leadisthe FACTS devices.

6.1.1 Transmission lines
For the transmission lines the well-knowrmodel is used [15]. The active power

Zpmn (p.U.) and the reactive powed mn (p.u.) flowing from busm over the trans-
mission line to bus are then given by:
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Zpmn= (2v.m) rIR 1 >
’7R mn ’7X mn)
— 2y, mZv.n nR mn COS(ZG,m — Ze,n)
nR mn nX mn)
+ 2 v n ”X ™ sin(zam— Zo.n) (©)
nR mn nX mn)
20mn= (2v.m) ’7x mn .
nR mn nX mn)
’7R mn .
— 2y m2vn 5SIN(Zo. m— 2o n)
(R, mn +(nx, mn)
X, mn
— (2vm)? 2v.m2v, : c0SZo.m—2on) | 5
" ( ) e (rlR.mn)2 + (rlx,mn)2 " "

(10)

whereng mn (p.u.) is the shunt susceptangg,mn (p.u.) is the resistance, amgt mn
(p.u.) is the reactance of the line between busesdn.

The constraints for each transmission line going from tu® busn, for n €
™ (where_#™M is the set of neighboring buses of busi.e., the buses that are
physically connected to bum through a transmission line), are assigned to rmode
if m< n, and to noden otherwise.

6.1.2 Generators

Generators are assumed to have constant active poweidnjacid constant voltage
magnitude, and therefore

Zp genm = dP,ger]m (11)
Zym= dV.ger1m7 (12)

wheredp genm is the given active power that the generator produces,dgn@nm
is the given voltage magnitude that the generator maintAinsiost one generator
can be connected to a bus, since a generator directly cetiti@loltage magnitude
of that bus.

The generator connected to bus 1 is considered as a slaclagmnee., a gener-
ator with infinite active and reactive power capacity, witkefl voltage magnitude
and angle [15]. So, for this generator we have itk 1

Zym= dV,genm (13)
Zgm= dG,genma (14)
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wheredg genm is the given voltage angle ensured by the generator.
The constraints of a generator at busire assigned to node.

6.1.3 Loads
The loads are constant active and constant reactive poyeetions, i.e.,

Zp joadm = dP,Ioad,m (15)
23 loadm = dQ,Ioad.m, (16)

wheredp joadm anddg oadm are the given active and reactive power consumption,

respectively, of the load connected to busFor simplicity, only one load can be

connected to a bus. Multiple loads can easily be aggregatebit&in a single load.
The constraints of the loads at busare assigned to node.

6.1.4 FACTS devices
SvC

An SVC is a FACTS device that is shunt-connected to arbh@and that injects or
absorbs reactive power svcm to control the voltagery m at that bus [10]. The
SVC connected to bus accepts as control input the effective susceptageg/c m.
The injected reactive powep sycm Of the SVC is:

Zg.svem = (2v.m)°Ug svem: (17)

The control inputig svc m is limited to the domain:

Ug,svc,minm < UB,svcm < U svcmaxms (18)

where the values afg svcminm andug svcmaxm are determined by the size of the
device [7].
The constraints of an SVC at basare assigned to the node

TCSC

A TCSC is a FACTS device that can control the active power fignaver a line
[10]. It can change the line reactartgine mn. The TCSC is therefore considered as
a variable reactanag tcscmn connected in series with the line. If a TCSC is con-
nected in series with a transmission line between bosasdn, the total reactance
Zx Jine,mn Of the line including the TCSC is given by:
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Zx Jine,mn = Nx,mn~+ Ux TCSCMN, (19)

wherenx mn is the reactance of the line without the TCSC installed. Eaetance
ux Tcscmn IS limited to the domain:

Ux TcsCminmn < Ux Tcscmn < Ux TCSCmaxmn, (20)

where the values afx Tcscminmn @Ndux Tcscmaxmn @re determined by the size of
the TCSC and the characteristics of the line in which it izeth since due to the
physics the allowed compensation rate of the lirgcscmn/Nx,mn is limited [7].

The constraints of the TCSC at the line betweenrhasdn are assigned to node
m, if m< n, and to node otherwise.

6.1.5 Power balance

By Kirchhoff’'s laws, at each bus the total incoming power ané total outgoing
power has to be equal. This yields the following additioraistraints for busn:

Zp joadm — ZP,genm + z Zpmn=20 (21)
neym

2Q loadm — ZQ,genm —2Q,SVvCm + z 2ZQ.mn= 0. (22)
ne.ym

If no generator is connected to b thenzp genm andzg genm are zero. If no load
is connected to bus, thenzp jpagm andzg joaqm are zero. If no SVC is connected to
busm, thenzg sycm is zero.

The constraints resulting from Kirchhoff’s laws for bosare assigned to node
m.

6.2 Control objectives

The objectives of the control are to improve the system sydinrough minimiza-
tion of the deviations of the bus voltages from given refeesrto improve the volt-
age profile, minimization of active power losses, and prérgriines from over-
loading, by choosing appropriate settings for the FACTSadsv These objectives
are translated into objective terms associated with thesas follows:

e To minimize the deviations of the bus voltage magnitage, of busm from a
given referencely rer m, an objective ternpy (zy m— d\/,ref,m)2 is associated with
nodem, wherepy is a weighting coefficient.

e To minimize the active power losses over a line betweemtasd bus, an ob-
jective termposs(Ze,mn—+ Zpnm), Wherepjossis a weighting coefficient, is associ-
ated to noden, if m < n, and to node otherwise. Note that the terea mn+ zp nm,
which represents the power losses, is always nonnegative.
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Fig. 6 IEEE 57-bus system with decomposition into 2 subnetworks. Saeha8VCs at buses 14
and 34, scenario 2: TCSCs in lines 22 and 72. The dotted lineates the borders of subnetwork
1 (light shaded); the dashed line indicates the borders of swbrie2 (dark shaded). The region
encapsulated both by subnetwork 1 and subnetwork 2 is the commgion (enedium shaded).

e To minimize the loading of the line between busesndn, an objective term

2
is associated to nod®, if m < n, and to noden otherwise, aspmad( Z5mn ) ,

ZS maxmn

where pioag is @ weighting coefficient, and wherg my, is the apparent power

flowing over the line from busto busn, defined ags mn= \/(szn)2 + (@7mn)2.
The relative line loading is penalized in a quadratic wayhsthat an overloaded
line is penalized more severely than a line that is not oeeldal.

The weighting coefficientpy, pioss @ndpioag @llow to change the weight given to
each objective. In the following we talg® = 1000, poss= 100, andpjpag = 1.

6.3 Setting up the control problems

Each FACTS device is controlled by a different control agé&he influence-based
subnetworks of the control agents controlling the FACTSiaks/can be overlap-
ping, and therefore the control problems of the control &gare set up using the
approach discussed in Section 4. To solve their subprobégreach iteration the
control agents use the nonlinear problem solver SNOPT \@,&§ implemented
in Tomlab v5.7 [11], and accessed from Matlab v7.3 [17].

In the following we illustrate how the approach works for atfgallar assignment
of nodes to subnetworks in two representative scenarios.
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Fig. 7 (a) Convergence of the settings of the SVCs at buses 14 and84jastion of the iteration,
for scenario 1. (b) Convergence of the difference betweervdhees of the voltage magnitudes
(top) and the voltage angles (bottom) as considered by botihat@yents for buses 19, 21, 40, as
a function of the iteration, for scenario 1.

6.4 Simulations

Various test scenarios with different FACTS devices anchetworks have been
examined. Here we present two representative scenariesstimetworks used in
these scenarios are shown in Figure 6. It can be seen that shibsetworks are
overlapping, since there are several nodes that are irgtindeoth subnetworks.

6.4.1 Scenario 1: Control of SVCs

In the first scenario, SVCs are placed at buses 14 and 34. AS\s are mainly
used to influence the voltage profile, the line limits are emasuch that no line is at
the risk of being overloaded.

Figure 7(a) shows the convergence of the SVC settings oeeitehations. As
can be seen, the settings of the SVCs converge within onlyatégations to the
final values, which in this case are equal to the values oddiairom a centralized
optimization. Figure 7(b) shows the evolution of the dduias between the values
determined by both subnetworks for the voltage magnitudesaamgles at some
common buses. In the figure the er®rerm is defined as the absolute difference
between the values that control agents 1 and 2 want to giveeteditage magnitude
2y m. Similarly, the errorzg i m is defined as the absolute difference between the
values that control agents 1 and 2 want to give to the voltagiea. As can be seen
fast convergence is obtained.
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Fig. 8 (a) Convergence of the settings of the TCSCs in lines 22 anideZ 2tlie lines between buses
7 and 8, and buses 44 and 45, respectively), as a function détla¢gion number, for scenario 2. (b)
Convergence of the difference between the values of thagelinagnitudes (top) and the voltage
angles (bottom) as considered by both control agents for bi&e®1]1 40, as a function of the
iteration number, for scenario 2

6.4.2 Scenario 2: Control of TCSCs

In the second scenario, TCSCs are installed on lines 72 an8i@@e TCSCs are
mainly used to influence active power flows and to resolve estign, the line limits
are chosen such that lines 7 and 60 are overloaded if the FAl@Vi8es are not
being used.

The results for the TCSC settings and the difference betileeroltage mag-
nitudes and angles for some common buses over the iterafergiven in Figures
8(a) and 8(b), respectively. The control agent of subnédtasets the TCSC to its
upper limit at the first few iterations. But after some aditil iterations, the values
that the control agents choose converge to their final valueigh are again equal
to the values obtained by a centralized control agent.

In Figure 9 the line loadings of lines 7 and 60, i.e., the lwbsch are overloaded
without FACTS devices in operation, are shown. Line 7 is irdiately brought
below its limit whereas for line 60, the loading approach@8% in the course of
the optimization process.
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Fig. 9 Convergence of the relative line loadings of lines 7 and &9, (ihe lines between buses 6
and 8, and 46 and 47, respectively), as a function of the ileratimber, for scenario 2.

7 Conclusions and future research

In this chapter we have focused on an alternative way to dsfibaetworks for
higher-layer multi-agent control. The higher control layses steady-state char-
acteristics only. We have discussed how subnetworks caretieed based on the
influence of inputs on the variables of nodes. When such aroapbris used to de-
fine subnetworks, some subnetworks could be overlappisgltieg in constraints
and objectives in common sub-subnetworks. We have progosegthod for higher-
layer multi-agent control that can be used by control agéraiscontrol such over-
lapping subnetworks.

To illustrate the topics discussed and the proposed approee have defined
overlapping subnetworks for Flexible Alternating Currdmansmission Systems
(FACTS) in an adjusted version of the IEEE 57-bus power ngtwdsing the pro-
posed control approach, we have then solved an optimal pibeveicontrol prob-
lem. The simulations illustrate that in the considered sdise proposed approach
can achieve fast convergence to actuator values that araltyl@ptimal.

Further research will address the following issues andcsogt will be deter-
mined formally when the approach converges and what thetgudlthe obtained
solutions is, in particular when compared to an overall Iskagent, centralized,
control scheme. This will provide more insight into the dtyadf the solutions and
the time required to obtain these solutions. Also, powewagks are just a particu-
lar network from the general class of transportation netaoDther examples from
the class of transportation networks to which the approastudsed in this paper
could be successfully applied in future work are traffic ash$portation systems
[4], natural gas networks [23], combined electricity and gatworks [1], water net-
works [21], etc. The approach will also be extended to de#h wynamics using
ideas from [19].
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