Technical report

Distributed control applied to combined electricity and
natural gas infrastructures

M. Arnold, R.R. Negenborn, G. Andersson, and B. De Schutter

If you want to cite this report, please use the following reference instead:

M. Arnold, R.R. Negenborn, G. Andersson, B. De Schutter. Distributed control applied to
combined electricity and natural gas infrastructures. In Proceedings of the International

Conference on Infrastructure Systems 2008 (INFRA 2008), Rotterdam, The Netherlands,
November 2008.

Delft University of Technology, Delft, The Netherlands



Distributed Control Applied to
Combined Electricity and Natural Gas Infrastructures

Michele Arnold, Rudy R. Negenborn,d&an Andersson, Bart De Schutter

Abstract— The optimization of combined electricity and nat-  problem into subproblems, according to the control agents.
ural gas systems is addressed in this paper. The two networks These subproblems are solved within an iterative procedure
are connected via energy hubs. Using the energy hub concept, ganarately, but coordinated. In order to guarantee theggner
the interactions between the different infrastructures can be | . '
analyzed. A system consisting of several interconnected hubs S‘,Jpp'y of Fhe epure system, the control age_nts.have to coor-
forms a distributed power generation structure where each dinate their actions among one another. A distributed obntr
hub is controlled by its respective control agent. Recently, a procedure is advantageous as it better suits a distributed
distributed control method has been applied to such a system. power generation infrastructure. Moreover, less datastean

The overall optimization problem including the entire systemis 5.4 higher robustness are provided, in particular for karge
decomposed into subproblems according to the control agents. scale systems

In this paper, a parallel and serial version of that method is g L
discussed. Simulation results are obtained through experiments  In this paper, we focus on the communication among the

on a three-hub benchmark system. control agents. To achieve coordination, the control agent
exchange dedicated information among one another. This
|. INTRODUCTION information exchange can take place in various ways [6]. In

ULTI-carrier networks are power de”very Systemsthis paper, we are in partiCUlar interested in the diffeesnc
M that are not restricted to a single energy carrier, sudR performance between serial and parallel schemes [7].
as electricity. Instead, they consider multiple energyiees, The remainder of this paper is organized as follows. In
such as natural gas, hydrogen, or local district heatingection Il we introduce the mathematical model used to
systems. Recently, an integrated view of these variougjgnerr€present the combined electricity and natural gas netviork
systems has been suggested [1], [2], [3] mainly due tgection Ill the control objectives from a network-wide poin
the increased utilization of gas-fired and other distriute©f view and from a single-area point of view are formulated.
generation, especially co- and trigeneration [3]. Theaussi [N Section Il we also discuss two implementations of a
available energy carriers and the possib|e conversiondsztw particular distributed control scheme: a serial and a IEElral
them significantly affect both the technical and the economimplementation. In Section IV simulations are carried out
cal operation of energy systems. In particular, consumets ¢on & three-hub benchmark system to compare the serial and
flexibility in supply and can therefore decide depending oRarallel scheme. Section V concludes this paper and ostline
criteria such as cost, reliability, system emissions, ailav directions for future research.
ability. The couplings and interactions between the dffier
energy carriers are covered with the concept of “energy’hubs
[2]. Energy systems are then considered as consisting of alhe combined electricity and natural gas network we
number of interconnected energy hubs, which together forgPnsider in this paper is described below. The equations for
a distributed power generation structure. power flow within energy hubs (energy conversion) and be-
In this paper an optimal power flow problem for antween the hubs (energy transmission) are given. We consider
integrated electricity and natural gas system is studied. B model that captures the static steady-state charaiieiist
[2], a centralized control scheme has been applied to suée network, as it is commonly done in optimal power flow
a system, in which one optimization problem including thétudies.
entire syste_m is solved by a single central control ager_1t. I,&' System setup
[4], the optimal power flow problem has been solved in a
distributed way, in which each hub is controlled by its re- The considered system consists of three interconnected
spective control agent. The decomposition method predentBUbSv as depicted in Fig. 1. The electricity network cossist
in [5] is applied there, dividing the overall optimization of three electricity buses connected by three transmission
lines. Each of the buses has a generator connected @, it (
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L. corresponds to the converter’s steady-state energy effigie

> denoted byn,s;. Unidirectional power flows within the
1. converters are assumed, i.&, ; > 0, P3; > 0. Regarding

the model of the entire hub, various converter elements are
included, which leads to the following relation:

La,i Caa,i CBa,i *°°  Cuwayi Poe,i
Lp.i Capii CBBi v Cwpi Ps.i
. - . . . . . 9
Lw,z’ Caw,i Cw,i - Cow,i Pw,i
Li Ci Pi
(2)
Fig. 1. System setup of three interconnected energy hubtiveApower : : ) ) )
is provided by generator&;, G2, G and natural gas is demanded from which expresses how the Input powd?&z, Pﬁ:“ T P‘W

an adjacent network, modeled as gas genedstor are converted into the output poweks, ;, Lg;, ..., Ly ;.
Matrix C; is referred to as a coupling matrix.

hub inputsP;;, for i € {1,2,3}). Compressors are present \When considering multiple inputs and outputs, the cou-
within the pipelines that connect the gas buses;,(for pling factors c,3,; may be different from the converter
(i,5) € {(1,2),(1,3)}). The compressors provide a certainefficiencies;, s ;. Energy carriers may be split up into several
pressure level and thus enable the gas flow to the surroundiggnverters as it is the case for the gas input DOng,{ in
gas sinks. the considered system setup. In this case, so-cdilgghtch

The electricity and gas network are connected via energ¥ctorsfor optimally dispatching the total input power to the
hubs. In fact, the energy hub is a generalization and exdensicorrespondent converter devices have to be incorporated in
of a network node, including conversion, conditioning, anghe coupling factors. As indicated in Fig. 1, the gas int]‘;
storage of multiple energy carriers. It represents thefete s split up into two parts. The paﬂg,ipg_li defines the éas
between the energy sources and transmission lines on the @RSt power fed into the gas turbine and the maﬁygvi)ngi
hand and the power consumers on the other hand. Basicallfines the gas input power going into the furnace. The
the concept of energy hubs is not restricted to any size of t'%ﬁ*spatch factow, ; (0 < vy, < 1) defines the ratio. Finally,
modeled system. Single power plants or industrial builgingthe coupling factors:,5,; for converters without explicitly
as well as bounded geographical areas such as whole tovfigassigned inputs are defined as the product of dispatch
and cities can be modeled as energy hubs. factor and converter efficiency, i.€.s.; = Va,illag.i-

In the system under consideration, each energy:hakes  For the energy hub depicted in Fig. 1, the conversion from
electric powerP}; and gasP,); from the electricity and the electric input powet. and the gas input poweP!,

gas network, respectively, and supplies its electric Ibad into the electric output powef.. ; and heat output power
and heat loadLy ;. To meet the load requirements at ther, . is described by:

output, the input energies are appropriately convertedimvit

T H
the hub. For the internal energy conversion, a gas turbide ani Le,i } — { 1 . Ve,illge,i . } { P%i ],
a furnace are included in each of the hubs. The gas turbin Lni 0 vgimgy; + (1~ ”gﬂ‘)ngh,i P
couples the two energy systems as it simultaneously preduce C, P,

electricity and heat from natural gas. The electric |dag 3)
can be supplied with electric power either directly from the - - .
electricity network, or indirectly by converting gas frotmet wh.e.reng%i andryg, ; denote the.converter eFIectrlc and thermal
gas network using the gas turbine. Due to this redundafifiiciencies fo_r the gas turbind, and 7g,; denotes the
path within the energy supply, the reliability of supply isconverter efficiency for the furnade. _

increased. Furthermore, due to this redundancy, the supply”S the dispaich factor,; is variable, different power

energies at the input can be optimized according to criterfgPut vectorsP; can be found to fulfill the load requirements
such as cost, availability, emissions, etc. L; at the output. This illustrates the degrees of freedom in

supply.
C. Power transmission networks

Within an energy hubi, power can be converted from g the transmission networks of both the electricity
one energy carrien into an energy carrief. Considering & gystem and the gas pipeline system, power flow models based
single-input single-output converter device, the stesdfe o, ol power balances are implemented. The power flows
input powerF, ; and output powet.,; are coupled as for the electricity network are formulated as nodal power

balances of the complex power, according to [4], [8]. The
1) : i .

power flow equations for the pipeline network are described
where ¢, 3, characterizes theoupling factorbetween the in more detail as they are less common. Fig. 2 shows the
input and output power. In this case, the coupling factomodel of a gas pipeline composed of a compressor and a

B. Energy hub

Lg i = cap,iPa,



]T Qkn [\I Tan —Qnm refers to the electric input powers of the hubs dPfl =
— Cir—— E’—’—F [PY, Py, PL]™ to the gas input powers of the hubs.
P Qeom | B D Dn The control variables: include the active power genera-

tion of all generators, the natural gas import and the di$pat

Fig. 2. Model of a gas pipeline with compressor (C) and pigeR).  factors of each hub, i.e.,
Compressor demand is modeled as additional power €W, .

u=[P¢ PS¢ )", (10)
G _ G G G 1T i

pipeline element. The volume flow balance at nodeis Where Pe' = [Feh, P, Pes]” denotes the active power

defined as generation of all generators and, = [vg1,Vg2, Vg 3]
describes the dispatch factors of the gas input junctions.

Qm — Z Qmn =0, 4) Now, the model we use to represent the combined elec-
neNm, tricity and gas network can be conveniently written as
where @Q),,, is the volume flow injected at node:, Q... g(x,u) =0, (11)

denotes the line flow between nodes and n, and N,,
denotes the set of neighboring nodes of nedgi.e., the summarizing the power flow equations of the electricity and
nodes connected to node through a pipe line. The line gas system and the hub equations.

flow Qm», is defined as I1l. CONTROL PROBLEM FORMULATION

an = kTYLTLSTTLTL V Smn (p?n - p%)a (5) The control variables: should be set in such a way that

where p,, and p, denote the upstream and downstrea n;]he following control objectives are achieved:

pressures, respectively, akg,, identifies the line constant. ¢ The costs for electricity generation should be mini-

The variables,,,, indicates the direction of the gas flow as mized. o
_ o The costs for natural gas usage should be minimized.
Smn = { +L i pm > Pn (6) The control problem can be stated as determining the optimal
—1 otherwise. operational set points1 in such a way that the control

To maintain a certain pressure level a compressor is need@#jectives are achieved, while satisfying the system con-
Here, the compressor is driven by a gas turbine, which gfraints(secondary layer control). Below, we first formulate

modeled as additional gas flow the overall optimization problem, which is solved within a
centralized control scheme. After this, we divide the optim
Qcom = kcomQmn (Pm — Pi), (7)  power flow problem over control agents, which solve their

wherep, denotes the pressure at the compressor input Sig(raoblems in a distributed way.

and k.., IS a compressor constant. The pressure at th€ Centralized formulation

COMPressor outpyy, is determined by In the centralized control formulation there is a single

DPm = PincPk; (8) control agent that determines the inputs for the whole net-
work. The control objectives are adequately represented by

where pi,. defines the pressure amplification of the comthe following system-wide objective function:
pressor. Depending on the required line flaW, ., pinc IS

a.djus.t(.ad accordingly. For the purpose of thi§ study, these J(x,u) = ic:q?(PeGi)z _i_qN(PgG)27 (12)
simplified compressor models provide sufficient accuracy. — ’

More advanced compressor equations taking into account N
changing fluid properties are given in [9]. Additional détai Wherénc denotes the number of generators afid ¢~ are

of the system under study can be found in [2], [4]. the quadrgtic costs on electricity gener.ation and natuaal g
consumption, respectively. The centralized control pobl

D. Combined electricity and natural gas system formulation is now stated as

TheT gombined electricity and gas network is obtained by min J(x, u) (13)
combining the above stated power flow models. The states ou
x include the system variables of the electricity and the gas subject to
system as well as the system variables of the three hubs: g(x,u)=0 (14)

X — [V 0 P Pinc P? Pg]T, (9) h(X,U) <0, (15)

where the inequality constraints (15) comprise limits on

where V. = [Vi, V5, V5]T and 8 = [1,62,05]T denote . . :

the voltage magnitudes and angles of the electric busé’sonage magnitudes, active and reactive power flows, pres-
T . sures, changes in compressor settings, and dispatchdactor

p = [p1,p2,ps3]" describes the nodal pressures of all gas

- T i
bus_es, Pinc = [Pinc,1,Pinc,2]  indicates the compressor 1, aqgition to the stated objectives, it would be straigifard to also
variables of the two compresso®B!' = [P, P& P&]T include voltage regulation and power flow limitations as colnbbjectives.

e, 17+ e2y



Furthermore, power limitations on hub inputs and on gas and
electricity generation are also incorporated in (15).

The optimization problem (13)—(15) is a nonlinear pro-
gramming problem [10], which can be solved using opti-
mization problem solvers for nonlinear programming, such
as sequential quadratic programming [10]. In general, the

k

solution space is non-convex and therefore finding the ¢loba Xps Uy, Ay

optimum cannot be guaranteed.

centralized

B. Distributed formulation min e U X W)

L . . . subject to

In the distributed control formulation the assumption is ! X U Xo w) =0

. . . . g( As TTAY B> B)
made that instead of having a single control agent resplensib —
for the operation of the entire network, there are threerobnt distributed distributed
agents, each of them responsible for a particular part ofin J(X,, 0, X5, ub) min Jy(x5, ul, Xy, uy)
the network. Each control agent is responsible for the hyb +H) Bu(X,, Uy, X5, uf) +AD) Eu(X), U, X, 1)
variables and all system variables of the nodes connectgabject to subject to
to it. Hence, control area 1 comprises the hub variables 8u(Xy UA):RO‘ 8s(X, u?)=0
of hub H;, the voltage magnitudes and angles of node 1, gu(X,, uy, Xy, uy) =0 gy(X,, Uy, Xy, u,) =0

the pressure at node 1, the compressor settings of both

COMpressors, the active power generaﬂ{ﬁ} and the natural Fig. 3. Decomposition procedure applied to a two-area sys@oupling
constraints enable coordination between areas.

gas product|onPG The second and third control areas are
defined analogously In partlcular we assume that:

« control agent 1 set®.), P,*, andvg,i; For decomposing the centralized optimization problem,
» control agent 2 set& ", and Vg,2; the objective and the equality constraints are separatdd an
« control agent 3 set&.’; and v 3. assigned to the control agent responsible for the component
The control objectives for the three agents result in or bus to which the objective and equality constraints are
related. There are constraints involving variables of amrig
Ji(xwr) = 7' (P + ¢ (P)? (163)  areq, such asa (xa, ua). Besides these constraints, there are
Ja(x2,u2) = qS(PCCfQ)2 (16b) also so-calleatoupling constraintswhich are constraints in-
J3(x3,u3) = ¢ (PS)?, (16¢c) Volving variables of both areas, s_,uchgys(xA, Ua, Xg, uB),.
where the tilde is used to indicate coupling constraints.
wherex; = [Vl,91,p1,pinc,17pinc,2,Pe L PHT, These coupling constraints make that coordination among
u; = [PY, P V)T, X2 = [1/2,92,172, Pys, PHT, the control agents of the areas is necessary.
uy = [P, Vg,2]T1 x3 = [V3,03,p3, Py, PIL] ", and A modified Lagrange relaxation procedure [5] is applied
uz = [Pg, vea|"- for augmenting the main objective with coupling constraint

Since the optimization problems of the control agents dépers indicated in Fig. 3, the coupling constraints are once
on one another, the agents have to use coordination in ordetded as soft constraints to the main objective of one contro
to make sure that they employ the same values for comm@gent and once kept explicitly as hard constraints in the
variables. Some additional terms have to be included in tle®@nstraint set of the control agent controlling the otheaar
main objective in order to receive this coordination. In thédence, the objective functions of both control agents &issi
following section we discuss the approach we use here @ two parts. The first term expresses the main objective of

solve this problem. each control agent. The second term expresses and enables
. o o the coordination. The weighting factors in the second tefm o
C. Solving the distributed optimization problem the objective function are the Lagrange multipliers okedin

To enable coordination within a multi-area system, differfrom the control agent of the other area.

ent decomposition procedures have been elaborated in theThe optimization problems of the control agents are solved
last decades. Here, the decomposition procedure proposedan iterative way. At each iteratiok, the optimization

in [5] is applied in order to solve the overall optimizationproblem of each control agent is solved independently of the
problem in a distributed way. The mathematical procedureptimization problem of the other control agent, by keeping
to decompose a general optimization problem is illustrateithe variables of the neighboring area constant. After each
on the interconnected two-area system, as depicted in Fig.iteration, the control agents exchange the updated values
Extending the procedure to three or more areas is straiglaf their variables, i.e., the variables;, and u; and the
forward. The control aread and B comprise the system Lagrange multipliers\;. The iterations stop when the values
variables (xa,ua) and (xg,ug), respectively. Here, only of the variables exchanged no longer change significantly
equality constraints are considered. Inequality conssare between two consecutive iterations, viz. the infinity norin o
handled analogously. the difference of the values of variables over two iteraion



Area A

k k k k k
XA? uA’ XB> uBS }\’B

optimization

Area B Area B

k k k k k
Xp, Ug, X, U, 7\'.4

optimization optimization

k+1 k+1 k+1
K+l ekl A ket X u A
K+l kit ;\‘kl Xy Uy ’kf‘ k .k okl kil Akl K+l kit ;\‘kfl ,,,,,, AT AT (] v-| K+
Xy Uy s Ay o > X, Up, Xy 5 Uy 5 Ay X Uy s Ay 4’*"};‘*]’"*;]"";;[" Xg, U, Ap
. Xp Uy, Ag
optimization
k1 ket A ket F
XB 1) uB s }\‘B k+1 +1 }\’kfl ) ) i
ET s Xp , U, Ay Fig. 5. Information exchange: Parallel execution.
Fig. 4. Information exchange: Serial execution.

Fig. 5 illustrates theparallel execution of the approach.
The control agents solve their optimization problem within
) . o each iteration simultaneously, at the same time, startimmg f
is less than a small positive tolerange,. As the weighting o 4] values at the beginning of the iterations. As soon as
factors directly result from the neighboring optimizati@ 4t control agents have determined the new values for their
fast convergence of the algorithm is obtained when compargd japes, they exchange the values of these variables. When

to conventional Lagrange relaxation. all updated values are available to both control agents, the
Applying this procedure to electric and gas power system§ayt iteration step is started.

the power flow equations at the peripheral buses serve asgenerally, a serial implementation requires a fewer num-

coupling constraints. For the studied three-hub system, ther of jterations than a parallel implementation to obtain

active power balances of all nodes of the electricity SySte%nvergence. However, a serial implementation typicadly r
enforce a coordination as they depend on the neighborir%:B

: ires more time before reaching convergence than a paralle
voltage magnitudes and angles. For the gas system, the no, lementation, as is illustrated in [7].
flow balances of all buses enforce the coordination. The
injected volume flows are dependent on the nodal pressures
of the neighboring buses. Summarizing, for each area, there

exists one coupling constraint for the electricity and ooe f coil?iﬁl;?g):;zﬂsmrgagr? dto rgorgrlzizrsevt/ri]tﬁ ?eesna;;”lg Eg;?/t“:l
the natural gas system. prop P

gence speed are discussed. The values of the distributed
approach are in each case compared with the centralized
optimization which serves as a reference of optimality. The
The optimal power flow problem for the entire system issolverf mi ncon provided by the Optimization Toolbox of
solved using the procedure outlined above. Thereby, eatmatlab is used [11]. Simulation results are presented,yappl
control agent solves the optimization problem for the atea ing the serial and the parallel implementation to the threl-
is responsible for. These optimization problems are solvesenchmark system depicted in Fig. 1. The coefficients and
independently, at different locations and by differenttcoin  simulation parameters used can be found in [4].
entities. In order to coordinate their actions, the control The overall objective function to be minimized is defined
agents have to exchange some information. This informatias in (12) with¢$ = 2, ¢ = 4, ¢§ = 4, and¢N = 0.2.
consists of the state and control variables and the Lagrange Table |, the control variables obtained by centralized
multipliers. After each completed optimization, the mosbptimization are given yielding a total overall productiowst
recent values of these variables are sent to the controtsgeof TC = 74.118 p.u. Generatds, increases its production
of neighboring areas. Depending on the application, thisecause its production cost is lower compared with the other
information exchange can either be carried out in a seriavo generators. Considering the dispatch factors, the gas
or in a parallel way. turbine inH; is fully utilized since it is directly connected
Fig. 4 illustrates theserial execution of the approach. Theto the gas networkN. Regarding hubdl, and Hs, less
control agents solve their optimization problems one aftegas is converted by the gas turbine as the gas power flows
another using the most up-to-date starting values for theimvolve compressor losses. The different usages resutt fro

IV. SIMULATIONS

D. Serial versus parallel implementation

variables. For example, the control agent of akeperforms
its optimization at iteration stepwith the valuescs, uk, x5,
uf, A\5. Updated system values; ™!, uk*?
multipliers A+

the different line losses of the interconnecting pipe lines
The values obtained by the presented distributed cooidimat

and Lagrange method, for both the serial and the parallel execution,atevi
are obtained and sent to the control agenwithin a range of10~2 compared to the results applying

of areaB (indicated by the dashed arrows). Now, the controtentralized control and are therefore not explicitly liste

agent of areaB performs its optimization with valuesk,
ug, X§+1, u§+1, )\k+1

the control agent of areld sends the updated variabhe@“,

ubtt AET! back to the control agent of ared, which

can proceed with the next iteratidn+ 1. The light arrows

indicate the optimization process for each area.

The values of the active power and gas production over the

A . Having completed its optimization, iterations for both coordination methods are shown in Fig. 6

Applying the parallel approach (Fig. 6(b)), the variables
oscillate more until they reach their final values. Consitgr
the objective values of both procedures (solid lines in Fig.
denoted by.J,;) the same behavior is observed. Firstly,
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Fig. 7. Progression of overall objective valug.t, generation costs

3 ; and coupling constraintd...p1 applying (a) serial approach (b) parallel
% 1 % 1 approach.
g £
s s
S s a serial and parallel implementation of the scheme. Simula-
0 ol tions on a three-hub network have illustrated our findings.
0 10 20 30 40 0 10 20 30 40 50 60 .
Number of iterations Number of iterations Future research should address the extension of relevant
(a) (b) dynamics (e.g., of generators and loads), the inclusion of
Fig. 6.  Active power generation and natural gas import: (ajabe addltl,onal Contrm ObJeCtlveS_ (e'g'_’ on voltage magmmde
coordination scheme (b) parallel coordination scheme. and line loadings), and the inclusion of storage devices. In

addition, it would be interesting to consider the controtiod
electricity and gas network being done separately from the
longer oscillations are obtained that in addition have aewid control of the energy hubs. In this respect, also issuemgris
range due to more distinctive coordination problems. from non-cooperative control agents can be investigated.
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